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ABSTRACT In order to improve the retrieval efficiency and accuracy of the existing encrypted speech
retrieval methods, and improve the semantic representation of speech features and classification perfor-
mance, a classification retrieval method for encrypted speech based on deep neural network (DNN) and deep
hashing is proposed. Firstly, the speech files are classified according to the category tags, and the speech files
are encrypted by Rossler chaotic map method and uploaded to the cloud encrypted speech library. Secondly,
the Log-Mel spectrogram features of the original speech are extracted, and extract deep semantic features
and generate classification results through the trained convolutional neural network (CNN) and convolutional
recurrent neural network (CRNN). Finally, the semantic feature hash code is obtained through the constructed
hash function, combined with the category hash code encoded by One Hot coding to obtain the final deep
hashing binary code, and uploaded to the deep hashing index table. When retrieval, the deep hashing binary
code of the query speech is obtained, and the “two-stage’ classification retrieval strategy and the normalized
Hamming distance algorithm are used to match the semantic feature hash. Experimental results show that
the proposed two DNN coding models have excellent feature learning performance, and has better recall
rate, precision rate and retrieval efficiency.

INDEX TERMS Encrypted speech retrieval, Log-Mel spectrogram, deep neural network, deep hashing,

speech classification.

I. INTRODUCTION

With the continuous advancement of Internet and cloud com-
puting technology, more and more companies and individuals
choose to store multimedia data (text, image and speech,
etc.) in the cloud. In various multimedia data, speech has the
special semantic function, for example, it plays an important
role in conference recording, court evidence, communication
recording and other applications. Since the cloud is not a
trusted third party, in order to protect the privacy of speech
data, front-end encryption of speech data is one of the meth-
ods to protect the security of speech data in the cloud stor-
age environment. But the encrypted speech data often loses
most of the features, which increases the difficulty of speech
data retrieval. Therefore, how to achieve efficient and secure
encrypted speech retrieval is also an urgent problem to be
solved [1].
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At present, in the existing content-based encrypted speech
retrieval system, traditional methods use manual perceptual
features to construct perceptual hash digest [2]-[5] to achieve
retrieval and matching of cloud encrypted speech data, but
these manual perceptual features are largely subjective, com-
putationally intensive and unable to reflect the semantic
structure information inside the speech [6], which reduces
the retrieval accuracy and precision of the retrieval system
to a certain extent. In recent years, “deep learning” and
“deep hashing” technologies show excellent performance
in image classification / retrieval [7]-[10], speaker recogni-
tion [11], speech / language recognition [12]-[14] and audio
classification / retrieval [15]—[18], various DNN models have
been proposed one after another. Compared with the tradi-
tional feature extraction methods, these DNN models have
powerful feature self-learning ability, they can mine the deep
semantic information of data by using the internal complex
topological structure, and have the advantages of high preci-
sion and fast speed. Therefore, the introduction of the deep
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hashing method can well solve the defects of manual percep-
tual features in the existing encrypted speech retrieval system,
improve the semantics of features, and further improve the
retrieval efficiency and accuracy of the encrypted speech
retrieval system.

In order to solve the problems of low classification accu-
racy and complex classification model construction of tradi-
tional classification methods, and to improve the semantics
of speech features, retrieval efficiency and retrieval accuracy,
etc. In this paper, two end-to-end deep hashing coding mod-
els, CNN model and CRNN model, are designed based on
the advantages of deep hashing method in feature learning
and retrieval. The model uses CNN structure and CRNN
structure as feature extractors of input speech data, to mine
the deep semantic information of speech data and generate
category information. Firstly, the semantic feature hash code
is obtained through the learned hash function, and convert
the category information into One Hot coding as the category
hash code; then the category hash code and semantic feature
hash code are combined to obtain the final deep hashing
binary code. In the retrieval process, the “two-stage” classi-
fication retrieval strategy is adopted, the category hash is first
retrieved to get the candidate set of the same category, and
then the semantic feature hash is retrieved from the candidate
set, thereby improving the retrieval efficiency and accuracy of
the encrypted speech retrieval system. The main innovations
of this paper are as follows: (1) Two end-to-end deep hashing
coding models, such as CNN model and CRNN model, are
designed to improve the semantics of speech features and
generate high-quality deep hashing binary code to improve
the retrieval accuracy and retrieval efficiency of the retrieval
method; (2) Integrating semantic feature learning and hash
coding into an overall learning framework, it can directly
generate the deep feature hash code of input speech data, and
One Hot coding is used to obtain the category hash code,
and add it to the construction of deep hashing binary code,
which improves the efficiency of speech deep feature extrac-
tion and can generate high-quality deep hashing binary code;
(3) A “two-stage” classification retrieval strategy is pro-
posed, the category hash is first retrieved to find the candidate
set of the same category, and then the semantic feature hash
is retrieved from the candidate set, which further improves
the retrieval efficiency and retrieval accuracy of the retrieval
method.

The rest of this paper is organized as follows: Section II
analyzes related research work. Section III describes the
relevant theoretical basis in detail. Section IV presents the
encrypted speech retrieval scheme and its processing pro-
cess. In Section V, the encrypted speech retrieval scheme is
verified by experiments, and its performance is compared
with the existing methods. Finally, we conclude our paper in
Section VI.

Il. RELATED WORKS
At present, most of the existing encrypted speech retrieval
methods use manual perceptual hashing for retrieval and
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matching [2]-[5], [19]. For example, He and Zhao [2]
proposed a retrieval algorithm based on syllable-level
perceptual hashing, which uses the posterior probability
feature of speech segment model to generate perceptual
hash sequence, and realizes the spoken retrieval based on
encrypted speech. Zhang et al. [3] proposed an encrypted
speech retrieval algorithm based on Chirp-Z transform
and perceptual hashing second feature extraction, through
Chirp-Z transform and sparse matrix to extract the per-
ceptual hash digest, and encrypt the speech file according
to the m sequence, which has good retrieval performance
for noisy speech. Zhao and He [4] proposed an encrypted
speech retrieval method based on perceptual hashing, which
uses multifractal features and piecewise aggregation approx-
imation to generate perceptual hash sequences, which has
good discriminability and robustness. In these traditional
perceptual hashing methods, the generation of hash codes is
divided into two steps, firstly, the perceptual features of the
speech data are manually extracted to obtain the real-valued
feature vector, and then the real-valued vector is mapped to
binary hash code by the constructed hash function. This hash
construction method is slightly complex, and the manual per-
ceptual feature needs a lot of prior knowledge in the construc-
tion process, and the semantic representation is poor, which
unable to reflect the speech semantic information, so the
retrieval accuracy and efficiency of the system are not high.

In recent years, deep learning technology has been
widely used in the fields of content-based image retrieval /
classification [7]-[10], [20], [21], speaker / language recogni-
tion [11]-[14], [22], [23] due to its deep feature self-learning
ability. Zeng et al. [7] proposed a new convolutional neural
network structure, which added maximum pooling and aver-
age pooling to each layer of the network, so as to preserve
the effective information of the image as much as possible,
and realized the rapid image retrieval. Qin et al. [8] proposed
a novel end-to-end deep hashing model, using an optimized
AlexNet network to extract discriminative image features and
generate high-quality hash codes, and designed a new loss
function to ensure that the similar images are ranked at the top
of the search list. Fan et al. [11] proposed a new deep hash-
ing method-Deep Additive Margin Hash (DAMH), which
integrates the feature learning and hash function mapping
into the end-to-end architecture to improve the performance
of speaker recognition and retrieval tasks. Bartz et al. [14]
proposed a language identification (LID) system, which uses
the hybrid CNN and CRNN to extract features from the spec-
trogram of speech segments, the model has well scalability
and recognition accuracy.

In addition to the excellent performance in the image
field, deep learning methods also have better performance in
audio (speech and music) feature extraction [15], [16], [24],
classification / retrieval [15]-[18], [22], [23], [25] and other
applications. Many studies have built DNN to extract audio
feature vector, which has well feature representation capa-
bility, and has good classification accuracy in applications
such as classification tags. Xu et al. [15] proposed a weakly
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FIGURE 1. The processing flowchart of the Log-Mel spectrogram feature.

supervised audio classification method based on gated con-
volutional neural network, applying a CRNN with learn-
able gated linear units (GLUs) on the Log-Mel spectrogram,
it helps to select the most relevant features corresponding
to labels, so as to classify and predict audio events. Patil
and Nemade [16] proposed a method based on machine
learning and neural network, which combines fuzzy logic
and probabilistic neural network (PNN) features to form a
fuzzy probabilistic neural network (FPNN), to perform fea-
ture extraction, classification and retrieval tasks on audio.
Wang et al. [17] proposed two novel deep CNNs: sparse cod-
ing CNN (SC-CNN) and multi-convolutional- channel CNN
(MSC-CNN), which use the spectrogram as input, perform
hierarchical feature learning, and have better accuracy in the
recognition and retrieval of sound events. Zhang et al. [25]
proposed an encrypted speech retrieval method based on
CNN-BiLSTM and deep hashing, using the CNN-BiLSTM
fusion model to generate deep perceptual hash feature of
speech data, and adopting 4D hyperchaotic encryption algo-
rithm to encrypt the original speech, the whole system has
high recall rate, precision rate and security.

In summary, there are still some shortcomings in the
extraction of speech features, retrieval efficiency and accu-
racy of existing encrypted speech retrieval methods, while
deep learning and deep hashing methods show excellent
performance in image / audio and other fields. Taking advan-
tage of the powerful feature self-learning ability of the
DNN model, and the advantages of high retrieval accuracy
and speed of the deep hashing method, a novel encrypted
speech classification retrieval method based on DNN and
deep hashing is proposed in this paper, so as to improve
the semantics of speech features, and further improve the
retrieval efficiency and retrieval accuracy of the system, and
realize the content-based encrypted speech retrieval in the
cloud environment.

Ill. RELATED THEORIES ANALYSIS

A. LOG-MEL SPECTROGRAM FEATURE

Perception experiments show that the human ear’s perception
of sound signals focuses on a specific frequency region,
rather than in the whole spectrum envelope. There is no
linear relationship between the sound level and the actual
frequency (Hz), using Mel frequency is more suitable for the
hearing characteristics of human ears [18], [25], that is, it is
linear distribution below 1000 Hz and logarithmic growth
above 1000 Hz, the relationship between Mel frequency and
actual frequency is shown in (1):

finel = 2595 x log(1 + f/700) 6]

where f;,¢; is the Mel frequency, f is the actual frequency.
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The Mel frequency scale is closer to the human nonlinear
auditory system, Fig. 1 shows the processing flowchart of the
Log-Mel spectrogram feature. The specific processing steps
are as follows:

Step 1: Speech signal preprocessing. Perform pre- empha-
sis, framing and adding window operations on the original
speech signal S(n) to obtain the processed speech signal S'(n),
the process of adding window as shown in (2).

S'n)y=8Sm) x Wn), 0<n<N-—1 2)

where N is the frame length, and W (n) is the Hamming win-
dow function. The expression of Hamming window function
as shown in (3).

2mn
Wh,ao)=(1—-—a)—«a xcos[

i|, O<n<N-1
N —1

3

where o is the Hamming window parameter, and different
values of o will produce different Hamming windows, in gen-
eral, o is 0.46.

Step 2: Fast Fourier Transform (FFT). Perform fast Fourier
transform on the processed speech signal S’'(n) to get the
spectrum X, (k) of each frame, and perform modular square
operation on the spectrum to get the energy spectrum |X;,(k)|?
of the speech signal, the spectrum calculation formula is
shown in (4).

N—1
X, =Y S e F), 0<k<N (4)
n=0
where k is the point number, and N is the number of Fourier
transform points.

Step 3: Mel filter banks. The energy spectrum is filtered by
a set of Mel scale triangular filter banks H,,(k), the calculation
formula of filter output is shown in (5).

kfm=D e <k < fm)
i (e
Hulky = _Sm+D—k_
f(m+ 1)—f(m)’ fm)y <k <fm+1)
0, others
)
where f (m) is the center frequency, and m = 1,2,..., M,

M is the number of Mel filters, k still represents the point
number.

Step 4: Mel spectrum calculation. Apply the output of the
Mel filter to the energy spectrum to get the Mel spectrum
MelSpec(m), the calculation formula is shown in (6).

N-1
MelSpec(m) =)~ Hu(k) x |[Xa(o)I? ©)
k=0
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where |X,(k)|? represents the energy of the k-th point in the
energy spectrum.

Step 5: Logarithm operation. Perform logarithm operation
on the Mel spectrum MelSpec(m) obtained by (6), to obtain
the Log-Mel spectrogram feature, the calculation formula is
shown in (7).

M (n) = log(MelSpec(m)) 7)

B. CONVOLUTIONAL NEURAL NETWORK (CNN)

CNN [20], [26] is a feed-forward neural network, which is
composed of input layer, convolutional layer, pooling layer,
fully connected layer and output layer. Among them, the
convolutional layer and the pooling layer cooperate to form
multiple convolutional groups, to extract features layer by
layer, and finally complete classification through several fully
connected layers. Because the feature detection layer of CNN
learns through training data, it avoids explicit feature extrac-
tion when using CNN, and can learn implicitly from training
data. In addition, because the weights of neurons on the
same feature map are the same, the network can learn in
parallel, which is also a major advantage of convolution net-
work compared with the network of interconnected neurons.
CNN has unique advantages in speech recognition and image
processing because of its special structure of local weight
sharing, weight sharing reduces the number of parameters and
greatly reduces the complexity of the network. Fig. 2 shows
the basic structure diagram of CNN model.

Fully Connected
Layer
g Output
Convolution Pooling
Tnput Layer Layer (@)
———— i
|
I O——i
__I -'L
(@)

FIGURE 2. The basic structure diagram of CNN model.

C. RECURRENT NEURAL NETWORK (RNN)
RNN [14], [27] is a special neural network structure, which
is mainly composed of input layer, hidden layer and output
layer. It is different from other DNNs in that RNN can realize
some kind of ““memory function”, the network state informa-
tion at the previous moment will act on the network state at the
next moment, the specific manifestation is that the network
will memorize the previous information and apply it to the
calculation of the current output. Because of its ‘“memory
function”, RNN is the best choice for time series analysis,
so it is widely used in natural language processing, speech
recognition and other fields.

Fig. 3 shows the basic structure diagram of RNN model,
where A represents a neural network module, X; represents
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FIGURE 3. The basic structure diagram of RNN model.

the input at time t and h; represents the output at time t, and
tanh represents the activation function.

Although RNN is effective in dealing with time series
problems, there are still some problems, among which
the more serious problems are gradient disappearance and
long-term dependence, in order to solve these problems, long
short-term memory network (LSTM) was designed and pro-
posed. LSTM is a special RNN structure, which can learn
long-term dependence, and it is mainly composed of input
gate, forget gate, output gate and memory cell [28], [29].
In traditional RNN, the hidden layer recurrent module has a
simple structure, only a simple tanh operation, while the inter-
nal structure of LSTM is more complex, there are four layers
in each recurrent module: three sigmoid layers and one tanh
layer, which can select and adjust the transmitted information
through the gated state, remember the information that needs
long-term memory, and forget the unimportant information.
Fig. 4 shows the basic structure diagram of LSTM model,
where A still represents a neural network module, X; repre-
sents the input at time t and h, represents the output at time t,
the pink circle represents the point-by-point operation, and
the yellow line frame represents the learned neural network
layer, which cooperate with each other to control the output

of information.
® ® ®  ®

® ‘me: A
(o] [tanh] [o]
‘ IN L

© ® @

FIGURE 4. The basic structure diagram of LSTM model.

D. CHAOTIC ENCRYPTION BASED ON ROSSLER MAP

With the continuous development of encryption and decryp-
tion technology research, some low-dimensional chaotic
encryption methods have appeared some cracking methods.
High-dimensional chaotic systems have higher complexity,
randomness and periodicity, so they can provide better
encryption effects to ensure the privacy and security of
data.

Rossler mapping [30] is one of the famous nonlinear
dynamic systems, which has good randomness and encryp-
tion effect, and is often used for multimedia data encryption.
The dynamic system model of three-dimensional Rossler
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FIGURE 5. The flowchart of the system model.

chaotic map is shown in (8):

dx

—_— = —V-Z

dt Y

d

d—f:x+ay ®)
dz

E:z(x—c)—{—b

where ¢ represents the independent variable time, fl—’l‘, %, and

% represent the derivative of the independent variable time 7,
X, y, and z represent the state variables of the system. a, b, and
c are system parameters, when a = 0.2, b = 0.2, ¢ = 5.7,
the system is in a chaotic state.

Because the chaotic system has good sensitivity to the
initial value, and the three-dimensional chaotic system
has more complex system structure, the key space of the
three-dimensional Rossler chaotic map is much larger than
that of the low-dimensional system, which can better ensure
the security encryption of multimedia data.

IV. THE PROPOSED METHOD

A. SYSTEM MODEL

Fig. 5 shows the system model of the encrypted speech
retrieval system. The system model is mainly divided into
three processes: the establishment of encrypted speech
library, the construction of deep hashing and deep hashing
index table, and speech retrieval and decryption. In the pro-
cess of constructing the deep hashing scheme, the Log-Mel
spectrogram features of the original speech data are used as
the input of the designed CNN coding model and CRNN
coding model, to learn deep semantic features and hash func-
tion at the same time, and generate classification results;
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Retrieval result |«

In the process of speech retrieval, the “two-stage” classi-
fication retrieval strategy is adopted in this paper, the cat-
egory hash is first retrieved to find the candidate set of the
same category as the query speech, and then the normalized
Hamming distance is used to match the semantic feature hash
in the candidate set. The introduction of ‘“deep hashing”
method improves the semantic feature representation ability
of speech data, it is helpful to produce high-quality and
strong semantic deep hashing binary codes. By introducing
classification retrieval strategy, the retrieval efficiency and
retrieval accuracy of the encrypted speech retrieval system
are further improved.

B. ESTABLISHMENT OF ENCRYPTED SPEECH LIBRARY
Since the cloud is not a trusted third party, it can not guarantee
the data privacy and security in the cloud storage environ-
ment, so the front-end encryption operation of speech data is
essential. In this paper, the chaotic encryption method based
on Rossler map is used to encrypt the original speech data,
after encryption, the encrypted speech file is uploaded to the
cloud to form the encrypted speech library.

The specific encryption steps are as follows:

Step 1: Classify the speech files according to the category
label information, and obtain the classified original speech
files S(n).

Step 2: Convert the original speech files S(n) into matrix
form T (n).

Step 3: Select the initial key [xo, yo, zo], and obtain the
encrypted real number sequence {K\}, {K,}, {K;} according
to the Rossler chaotic mapping equation of (8).

Step 4: Multiply the fractional part of the sequence {Ky},
{Ky}, {K;} sequence by 256, take the integral part of the
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product result, and convert each element into an 8-bit binary
number, and then it is composed of the matrix Cy, Cy, C; of
the same size as the speech files matrix 7 (n).

Step 5: Perform bitwise XOR processing on the elements
in the matrix Cy, Cy, C; and the corresponding elements in
the original speech files matrix 7'(n), to obtain the encrypted
speech files E(n) by Rossler chaotic map.

Step 6: Upload the encrypted speech files E(n) to the cloud
to complete the establishment of the encrypted speech library.

C. DEEP HASHING CODING MODEL CONSTRUCTION

Due to the powerful feature self-learning ability of the CNN
model and the excellent performance of the RNN network
in processing time series data, in this paper, based on the
basic structure of CNN/RNN, two end-to-end deep hashing
coding models, CNN coding model and CRNN coding model
are designed to learn the deep semantic features and hash
functions, and construct high-quality deep hashing binary
codes with strong semantic features. Fig. 6 shows the detailed
parameter settings of the CNN/CRNN deep hashing coding
model designed.

As shown in Fig. 6(a), the CNN coding model consists of
6 convolutional layers, 4 max pooling layers, 2 batch normal-
ization layers, 1 flatten layer and 2 fully connected layers.
The input of the model is 224 x 224 Log-Mel spectrogram
of 3 channels, the filter size of each convolutional layer is
3 x 3, and the number of filters is (32, 32, 64, 64, 128, 128).
The filter size used by each max pooling layer is 2 x 2, and
the default step size is 1. The first fully connected layer is the
hash layer, and the number of nodes K represents the length
of the semantic feature hash. The final fully connected layer
is the classification layer, the activation function is softmax,
and the number of nodes is set to 10, which means that there
are 10 types of speech in the speech library. The activation
functions of convolutional layer and hash layer are tanh.
In addition, in order to improve the fitting speed of the model,
the batch normalization layer is added. At the same time,
in order to flatten the extracted features, a flatten layer is
added.

As shown in Fig. 6(b), the CRNN coding model consists
of 4 convolutional layers, 4 max pooling layers, 3 batch
normalization layers, 1 LSTM layer, 1 flatten layer and
2 fully connected layers. The input of the model is still a
224 %224 Log-Mel spectrogram of 3 channels, and the param-
eter settings of convolution layer, max pooling layer, hash
layer and classification layer are also the same as the CNN
model. Different from the CNN model in Fig. 6(a), the CRNN
model adds an LSTM layer after convolution and pooling
operations, to capture the temporal features of speech data,
and sets Dropout to 0.7 to accelerate the model fitting speed
and reduce the risk of over fitting. In addition, the Reshape
layer is added to reshape the feature dimension, so as to adapt
to the input of the LSTM layer.
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FIGURE 6. Parameter settings of the CNN/CRNN coding model.
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FIGURE 7. The generation process of the deep hashing binary code.

D. HASH FUNCTION LEARNING

Given a training set X {x1,x2, ..., xy} with the total
number of n and the category number of C, the corre-
sponding label information is L {lh, ..., L}, l; €
{0,1,2,...,C — 1}, the purpose is to extract high-level
semantic features of the input speech data through two deep
hashing coding models (CNN/CRNN) designed in this paper,
and generate classification information based on the extracted
high-level semantic features. At the same time, through the
learned hash function H (-), the abstract semantic features are
mapped into the binary feature hash code, hl; = H(x;), hi; €
{0, 1}K , where K represents the length of the semantic feature
hash code. The learned hash function H (-) must satisfy: when
the two speeches x; and xj have the same perceptual content,
the distance between the mapped semantic feature hash codes
hi; and hl; is small, which means that the two speeches are
the same or similar; when the two speeches x; and x; have
different perceptual content, the distance between the hash
codes hl; and hl; is larger.

Fig. 7 shows the generation process of the deep hashing
binary code in the end-to-end deep hashing coding model
designed in this paper. The generation process of deep hash-
ing binary code mainly includes two parts: category hash
code hl and semantic feature hash code h2, where hl €
{0, I}C, C is the number of categories, which is also the length
of the category hash code, 12 € {0, 1}X, K is the length of the
semantic feature hash code, C + K is the total deep hashing
binary code length.

In the learning process of hash coding, the semantic fea-
tures of the input speech data need to be extracted layer
by layer through the network model, the extraction process
of the semantic features can be expressed as the definition
of (9):

w(x;) = WTf(xi, Opnn) + b )

where W is the weight matrix of the hash layer, b is the
offset vector of the hash layer, Opyy is the parameter vector
of convolutional layer, pooling layer and LSTM layer in
the neural network model, f(x;, Opyn) is the feature vector
obtained by the input data x; after convolutional layer, pooling
layer and LSTM layer calculation, w(x;) is the obtained deep
semantic feature vector.
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In order to construct the binary hash code, the extra relax-
ation needs to be added to the hash layer, this paper uses
the tanh function to activate the output of the hash layer, and
convert the real-valued semantic feature vector to [—1, l]K s
the definition of tanh function is as follows:

(x;)

¢ — o 0i)

tanh(w(x;)) = 200 | g-olx)

(10)

Then, the model will map the semantic feature vector into
the binary hash code with length K through the designed hash
function H (), in this paper, the sign(-) function is used as the
hash mapping function to obtain the binary representation of
the semantic feature, its calculation process is shown in (11).

Y

where I,;,.4, represents the mean value of the semantic feature
vector.

According to the definition of (10) and (11), the generation
process of the semantic feature hash code can be expressed as
follows:

h2; = sign(tanh(w(x;)) — Lpean)

h2; = sign(tanh(w(x;)) — Inean)
1’
03

tanh(w(x;)) = Inean

otherwise

= (12)

The semantic feature hash code representation of the input
speech data can be obtained from the semantic feature hash
code generation process of (12).

In the process of generating category hash codes, after
obtaining the semantic features through (9), the semantic
features are input to the later classification layer for learning,
and the softmax function is used to classify the input data
to obtain the classification results, the softmax classification
function is shown in (13):

i
ZS:] et ’
where x; represents the input data, and C represents the
number of categories.

The output result of softmax classification is generally
category label information, in order to combine with the

semantic feature hash code, in this paper, the argmax(-) func-
tion is used to extract the maximum probability of the softmax

softmax(x;) = i=12,...C (13)
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classification results, that is, the category of input data, its
definition is shown in (14):

argmax(softmax(x;)) = {z|Vy :y < z} (14)

where y and z represent the probability values in softmax
classification results.

According to the definition of (13) and (14), the category
label information can be converted into One Hot coding, and
the processing process is as follows:

1
hl; = argmax(softmax(x;)) = { ¢ . (15)
0, otherwise

Finally, the category hash code and the semantic feature
hash code are combined to generate the complete deep hash-
ing binary code of the input speech data.

E. CONSTRUCTION OF DEEP HASHING BINARY CODES
The deep hashing binary codes of all original speeches
obtained by hash function learning are uploaded to the cloud,
so as to complete the construction of the cloud deep hashing
index table. The detailed construction steps of the deep hash-
ing index table are as follows:

Step 1: Log-Mel spectrogram feature extraction. Perform
pre-emphasis, framing, adding window pre-processing oper-
ations on the original speech files S(n) = {S1, S2, ..., Sy} to
obtain the processed speech files §'(n), then extract the Log-
Mel spectrogram features of each speech file according to the
method in Section III-A, where set the number of FFT points
(n_fft) to 1024, frame shift length (hop_length) to 512 and
Mel frequency band number (n_mels) to 128.

Step 2: Network model training. Input the extracted
Log-Mel spectrogram feature M(n) in batches into the
CNN/CRNN coding model designed in Section IV-C, after
parameter adjustment and optimization, a network model
with well coding performance is obtained.

Step 3: Advanced semantic feature extraction and semantic
feature hash construction. Input the extracted Log-Mel spec-
trogram feature M (n) into the trained network model, after the
semantic feature extraction and hash function learning steps
described in Section IV-D, the semantic feature hash code 42
of the input speech is finally obtained through (12).

Step 4: Category hash construction. The extracted semantic
features are sent to the final softmax classification layer to
obtain the category information, and the category information
is converted into One Hot coding by (15), which is used as the
category hash code A1.

Step 5: Deep hashing index table construction. Splice the
corresponding category hash code 4/ with the semantic fea-
ture hash code /2, to obtain the complete deep hashing binary
code b(n) = {b1, ba, ..., by} of each speech file, after estab-
lishing a one-to-one mapping relationship between the deep
hashing binary codes b(n) = {by, by, ..., by} and the cor-
responding encrypted speech files E(n) = {E1, E>, ..., En},
it is uploaded to the cloud to form the deep hashing index
table.
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F. SPEECH RETRIEVAL AND DECRYPTION

When the user retrieves the query speech xg, after the
same deep hashing binary code construction process in
Section IV-E, the complete deep hashing binary code bq of the
query speech x4 is obtained, then adopt the proposed ““two-
stage” classification strategy, first, the category hash hlq
is retrieved to find the candidate set of the same category
of the query speech, and then the normalized Hamming
distance D(h2q, hx) is used to match the semantic feature
hash h2, from the candidate set, the encrypted speech file
E4 corresponding to the successfully matched hash sequence
is decrypted and returned to the query user, and the retrieval
successful.

When calculating the normalized Hamming distance (also
called bit error rate BER) between the semantic feature hash
h24 of the query speech and the hash sequence /iy in the deep
hashing index table, a matching threshold 7 (0 < t < 0.5)
needs to be set in advance, if the distance D(h2q, hy) is less
than the set threshold t, it means that the speech is the same as
the query speech, and the match is successful. The normalized
Hamming distance calculation formula is shown in (16):

D(h2,, hy)

1 K
= 2 () =24y
=1

1=
1 K

=Eth(i)@h2q(i), i=1,2,...,K
i=1

(16)

where K is the length of the semantic feature hash code, @ is
the XOR operation.

After the encrypted speech file E4 corresponding to the
query speech x4 is retrieved, the encrypted speech file Eg
needs to be decrypted.

The specific decryption steps are as follows:

Step 1: Convert the obtained encrypted speech file Eq into
matrix form Eg’.

Step 2: Use the initial key [xo, Yo, zo] during the encryp-
tion operation, to obtain the decrypted real number sequence
{K\}, {Ky}, {K;} according to Rossler mapping equation
of (8).

Step 3: Multiply the fractional part of the sequence {K},
{Ky}, {K;} by 256, take the integer part of the result, and
convert each value into an 8-bit binary number, and then form
the matrix Cy, Cy, C; of the same size as the encrypted speech
file matrix Eq’.

Step 4: Perform bitwise XOR processing on the elements
in Cy, Cy, C; and the corresponding elements in the encrypted
speech file matrix Eg’, to obtain the decrypted speech file S,
and return it to the query user.

V. EXPERIMENTAL RESULTS AND PERFORMANCE
ANALYSIS

A. EXPERIMENTAL ENVIRONMENT

In order to evaluate the performance of the proposed method,
this paper uses the speech data from THCHS-30 [31],
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a Chinese speech database released by the center for speech
and language technology (CSLT) of Tsinghua University
to conduct experiments, the speech sampling frequency
is 16kHz and the sampling size is 16bits, the content is
1,000 news fragments with different contents, the length of
each speech is about 10 seconds, and the total length of all
speech in the database is about 30 hours. The experiment in
this paper randomly selects 10 types of speech with different
contents, and performs various content preserving operations
such as amplitude adjustment, noise addition, re-sampling,
re-quantization and MP3, etc., a total of 3,060 speeches are
obtained for training, making the features extracted by the
system model more robust. In the test experiments of recall
rate, precision rate and average precision, randomly select
1,000 speeches in the database to evaluate, and in the retrieval
efficiency experiment, randomly select 10,000 speeches in
the database to test.

The experimental hardware platform is: Intel(R) Core(TM)
i7-10710U CPU @1.10GHz 1.61GHz, the memory is 16GB.
The software environment is: Windows 10, MATLAB,
JetBrains PyCharm Community Edition 2019.2.4 x64.

B. PERFORMANCE ANALYSIS OF DEEP HASHING CODING
MODEL

In order to extract representative feature vectors and generate
high-quality deep hashing binary codes, the performance of
coding model is very important. The dimension of the hash
layer corresponds to the length of the generated deep seman-
tic hash code, with different hash code lengths, the accuracy
and loss of the model will show certain changes. Therefore,
under different hash coding lengths, this paper evaluates the
test accuracy and test loss of the proposed two deep hashing
coding models: CNN and CRNN coding model. Fig. 8 shows
the test accuracy-loss curve of the CNN/CRNN coding model
under different hash coding lengths. Fig. 9 shows the test loss
curve of the CNN/CRNN coding model under different hash
coding lengths.

It can be seen from Fig. 8 and Fig. 9 that the test accuracy
of the proposed CNN and CRNN models are both close
to 1 under different hash coding length, and the perfor-
mance is excellent. In comparison, the CNN model converges
faster than the CRNN model, when the training batch is 10,
the CNN model has basically converged, the test accuracy
of the model basically does not change, and the test loss is
only slightly reduced. The CRNN model basically converges
when the batch is 30, the test accuracy is close to 1 and no
significant change, and the test loss is also reduced by a small
amount. This is because the RNN network structure is added
to the CRNN model, the RNN training process is continuous
cycle, and the previous data constantly affect the subsequent
output, so its convergence speed is slower than the CNN
model. In addition, although the accuracy of the two coding
models are both tends to 1 and the loss tends to 0, in terms
of test loss, the loss value of the CNN model is smaller than
the CRNN model. In the CNN model, when the length of
hash code is 64, the loss value of the model is relatively
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Test acc-loss curve of the CNN model
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(a) CNN coding model

Test acc-loss curve of the CRNN model

1.0 /_,__,, —
0.8 —— 64_val_acc
. —— 128_val_acc
256_val_acc
0.6 —— 384 _val_acc
@ —— 512_val_acc
o 64_val_loss
0.4 —— 128 _val_loss
256_val_loss
—— 384 _val_loss
0.2 —— 512_val_loss
0.0

0 5 10 15 20 25 30 35 40
epochs

(b) CRNN coding model

FIGURE 8. Test accuracy-loss curve of CNN/CRNN models under different
coding lengths.

large, in other lengths, the loss value of the model is very
small and approaching 0, and has high accuracy. In the CRNN
model, when the hash code length is 128/256, the loss value
of the model is smaller than other lengths, and the accuracy
is relatively high.

C. mAP ANALYSIS

In order to further test the performance of the proposed
model, this paper uses the mean Average Precision (mAP)
to evaluate and analyze. At the same time, in order to test
the robustness and collision resistance of the deep hash-
ing binary code generated by the proposed coding model,
before the test experiment, four content preserving opera-
tions (CPOs), such as amplitude reduction (—3dB), amplitude
increase (4+3dB), MP3 compression (MP3) and resampling
8-16kbps (R.Q) are performed on the test speech, and obtain
a total of 4,000 speech data. The experiment uses the deep
hashing binary code generated by the speech data processed
by CPOs for testing, firstly, the proposed CNN/CRNN coding
model is used to encode the speech that processed by various
CPOs and calculate its AP value, and then the mean Average
Precision (mAP) is calculated by the AP value. Table 1 shows
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Test loss curve of the CNN model

0.30

64_val_loss

0.25 —— 128_val_loss

256_val_loss

—— 384 _val_loss

0-20 —— 512_val_loss
g 0.15
0.10
0.05
0.00

0 5 10 15 20 25 30 35 40
epochs

(a) CNN coding model

Test loss curve of the CRNN model

0.45

64_val_loss

0.40 —— 128_val_loss

0.35 256_val_loss

—— 384 _val_loss

0.30 512_val_loss
w 0-25

3

= 0.20
0.15
0.10
0.05
0.00

0 5 10 15 20 25 30 35 40
epochs

(b) CRNN coding model

FIGURE 9. Test loss curve of CNN/CRNN models under different coding
lengths.

TABLE 1. mAP of CNN/CRNN models under different hash code lengths.

Hash code length

Models
64 128 256 384 512
CNN 0.8817 0.9092 0.9322 0.9494 0.9542
CRNN 0.8833 0.9103 0.9436 0.9556 0.9594

the mAP values obtained by the CNN/CRNN model under
different coding lengths. The mAP calculation formula is
shown in (17) and (18).

° (P(K) x rel(k))
AP(q) = & p. :

rel(k) € {0, 1} (17)

Q
> AP(q)
map == (18)
o
where n is the total number of speech in the database,
m is the total number of speech related to the query speech,
Q is the total number of the queries, rel(k) indicates whether
the speech at position k is related to the query speech, the

correlation is 1, and the irrelevance is 0.
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It can be seen from Table 1, CNN and CRNN coding
models have achieved better mean average precision under
different hash code lengths, which indicates that the two pro-
posed deep hashing coding models have good coding ability
for input speech data and can ensure well query performance.
In general, the mAP value increases as the length of the hash
code increases, because the longer the hash code, the better
the feature representation ability of the input speech data,
so the query precision is higher. In contrast, under the same
hash code length, the mAP value of the CRNN coding model
is slightly larger than that of the CNN coding model, which
is because CRNN coding model has the advantage of pro-
cessing temporal features and has better representation ability
for temporal features. The experiment balances the model
test accuracy, mean Average Precision (mAP), and system
retrieval efficiency, the CNN/CRNN coding model with the
hash code length of 384 is used for subsequent test evaluation.

D. SYSTEM RETRIEVAL PERFORMANCE ANALYSIS

In order to evaluate the retrieval performance of the proposed
method, the experiment uses recall rate (R), precision rate (P)
and F1 score (Fp) as evaluation indicators to test and ana-
lyze. Recall rate (R) represents the proportion of successful
retrieved samples among all samples related to the query, its
mathematical expression is:

TP
R=——
TP + FN

where TP represents the number of retrieved samples related
to the query, FN represents the number of missed samples
related to the query.

The precision rate (P) represents the proportion of the
samples that are actually related to the query among all the
retrieved samples, its mathematical expression is:

TP
P=——
TP + FP

where FP represents the number of retrieved samples that are
not related to the query.

The experiment shows that there is an anti-dependency
relationship between recall rate (R) and precision rate (P),
if the recall rate increases, the precision rate will decrease,
and vice versa. Therefore, in order to balance recall rate and
precision rate, and further test the retrieval performance, this
paper uses F1 score (Fy) for evaluation. F1 score is a weighted
average of recall rate and precision rate, with the maximum
value of 1 and the minimum value of 0. The calculation
formula of F1 score is shown in (21):

x 100% (19)

x 100% (20)

21

The recall rate (R), precision rate (P) and F1 score (F)
of the proposed method are tested by using the CNN/CRNN
coding model with hash code length of 384, and compared
with the retrieval performance of existing methods [14]-[17],
Table 2 shows the experimental results.
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TABLE 2. Comparison of retrieval performance under different network Models.

Methods Models Recall rate (R) Precision rate (P) F1 score (F)
CNN 91.00% 91.00% 0.9100
CRNN 91.00% 91.00% 0.9100
Ref. [14] .
Inception-v3 CNN 95.00% 95.00% 0.9500
Inception-v3 CRNN 96.00% 96.00% 0.9600
Ref. [15] Gated-CRNN 58.90% 56.5% 0.5770
Ref. [16] FPNN 96.23% 95.75% 0.9599
CNN - 97.53% -
Ref. [17] SCi2-CNN - 96.40% -
MSConya-CNN - 99.49% -
MSCeonys-CNN - 100% -
Proposed CNN 99.80% 100% 0.9990
Method CRNN 100% 99.90% 0.9995
TABLE 3. Comparison results of recall rate (R) and precision rate (P) under different CPOs.
Recall rate (R) Precision rate (P)
Methods
-3dB +3dB MP3 R.Q -3dB +3dB MP3 R.Q
Ref. [2] - - 96.0% 98.0% - - 96.0% 97.0%
Ref. [3] 100% 100% 100% 100% 100% 100% 98.0% 100%
Ref. [25] Log Mel 100% 100% 100% 100% 100% 100% 99.9% 100%
MFCC 100% 100% 100% 99.9% 100% 100% 100% 100%
Proposed CNN 99.6% 100% 99.8% 100% 100% 100% 100% 100%
Method CRNN 99.8% 100% 100% 100% 100% 100% 99.5% 100%

As can be seen from Table 2, the experimental results
of the two coding models (CNN/CRNN) proposed in this
paper achieve the best recall rate, precision rate and F1 score,
indicating that the proposed method has better retrieval per-
formance. In contrast, except for the low recall rate, preci-
sion rate and F1 scores of [15], other comparative literatures
have good performance, and their F1 scores are all above
0.90, especially under the MSCcony5-CNN model in [17],
the precision rate has reached 100%. Therefore, under the
proposed two deep hashing coding models designed, we can
get the deep hashing binary code with better semantics and
discriminability, so that the whole retrieval system has better
recall rate, precision rate and F1 score.

In addition, in order to test the robustness of the deep
hashing binary code generated by the two proposed cod-
ing models (CNN/CRNN), this paper uses the deep hashing
binary code generated by the speech data after the four CPOs
operations, such as amplitude reduction (—3dB), amplitude
increase (4+3dB), MP3 compression (MP3) and resampling
8-16kbps (R.Q) for evaluation and analysis, and compared
with the perceptual hash method [2], [3] and the deep hashing
method [25] commonly used in the field of encrypted speech
retrieval.

Table 3 shows the comparison results of recall rate (R) and
precision rate (P).

It can be seen from Table 3, the proposed two deep hash-
ing coding models (CNN/CRNN) still have well recall rate
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and precision rate under four content preserving operations,
which shows that the proposed method has good robustness
and collision resistance. Compared with the perceptual hash-
ing method [2,3] commonly used in the field of encrypted
speech retrieval, the performance of the proposed method is
slightly better, because the proposed method uses the deep
neural network model (CNN/CRNN) to extract deep semantic
features, which has strong semantic representation. At the
same time, compared with the deep hashing method in [25],
the performance of the proposed method is basically the
same, in most cases, the test results of recall rate and pre-
cision rate have reached 100%. Therefore, the deep hashing
binary code generated by the two proposed coding models
(CNN/CRNN) has better robustness, and still guarantees the
good recall rate and precision rate under various content
preserving operations.

In addition, the experiment also tests the user query, the
experiment randomly selects the 300th of the 1,000 test
speeches as the query speech for matching retrieval, respec-
tively obtains its deep hashing binary code under the
CNN/CRNN model, and adopts the “two-stage™ classifica-
tion retrieval strategy to search, and matches with the hash
sequence in the deep hashing index table. At the same time,
the matching threshold of the two coding models is set to
0.26. Fig. 10 shows the matching results.

It can be seen from Fig. 10 that under the CNN/CRNN
model, the normalized Hamming distance (BER) of the
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TABLE 4. Comparison results of retrieval efficiency of different retrieval methods.

Traversal retrieval

"Two-stage" classification

()

Retrieval (s)

0.0591 0.0085 = 0.0465
0.0720 0.0099 = 0.0479
0.0880 0.0380 + 0.0122 =0.0502
0.1020 0.0164 =0.0544
0.1201 0.0210 = 0.0590

il
ijwmw"mﬂh“ﬂ WWWMWWMWuw

Speeches

(b) Matching results of CRNN model

FIGURE 10. Matching results of the query speech.

300th speech is less than the set threshold 0.26, and the
retrieval is successful; while the BER values of other speeches
are all above 0.26, the distance is large and the matching fails.
Therefore, the proposed method has better retrieval effect for
user query.

E. SYSTEM RETRIEVAL EFFICIENCY ANALYSIS

In order to test the performance of the proposed ‘“‘two-
stage” classification retrieval method, the “two-stage” clas-
sification retrieval method is compared with the traditional
traversal retrieval method under different hash code lengths.
The experiment randomly selects 10,000 speeches in the
THCHS-30 speech database for comparative analysis, they
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belong to 10 categories, and the number of speeches in
each category is 1000. Table 4 shows the comparison of the
retrieval efficiency between the traditional traversal retrieval
method and the proposed ““two-stage’ classification retrieval
method under different hash encoding length.

It can be seen from Table 4, under the same hash code
length, the retrieval efficiency of the proposed ‘‘two-stage”
classification retrieval method is higher than that of the tradi-
tional traversal retrieval method, and with the increase of hash
code length, the difference is more and more obvious. In the
retrieval schedule of the “two-stage” classification retrieval,
the preceding 0.0380 represents the retrieval time of category
hash Al from 10,000 speeches, that is, the time to retrieve
the candidate set of the same category as the query. The
following 0.0085, 0.0099, 0.0122, 0.0164 and 0.0210 repre-
sent the time used to retrieve the semantic feature hash A2
from the obtained candidate set under different hash encoding
lengths, that is, the time of semantic feature matching; The
final 0.0465, 0.0479, 0.0502, 0.0544 and 0.0590 represent
the total time of “two-stage” classification retrieval method
under different hash code lengths. In summary, the proposed
“two-stage” classification retrieval method is more efficient
than the traditional traversal retrieval method, and with the
increase of feature hash length, the efficiency improvement
is more obvious.

In addition, in order to evaluate the retrieval efficiency of
the proposed method, the experiment compares the average
retrieval time (feature learning + retrieval matching) between
the proposed method and the method in [2], [3], [25], in the
proposed method, the CNN/CRNN coding model with the
length of 384 bits is used for the experiment. Table 5 shows
the comparison results of retrieval efficiency between the
proposed method and the existing methods.

As can be seen from Table 5, the retrieval efficiency of the
proposed method is higher than that of [2], [25], the average
running time is 0.4394 seconds in the CNN coding model
and 0.5274 seconds in the CRNN coding model, which is
about 7.9 times of the method in [2] and 1.5 times of that
in [25], this is because [2] first extracts manual features, and
then constructs perceptual hash based on manual features,
while the proposed method integrates feature learning and
hash coding into a whole module, thereby reducing the hash
code generation time. Compared with the [25], the proposed
method adopts the “two-stage” classification retrieval strat-
egy, which improves the efficiency of hash matching to a
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TABLE 5. Comparison results of retrieval efficiency between proposed method and existing methods.

Frequenc Speech length Average time
Methods ( gHz) y P s) g (‘2)
Ref. [2] 3.20 4 4.2032
Ref. [3] 2.50 4 0.1814
Ref. [25] Log Mel 2.20 10 0.7465
MFCC 2.20 10 0.7964
Proposed CNN 2.50 10 0.4394
Method CRNN 2.50 10 0.5274

certain extent. Compared with the [3], the retrieval efficiency
of the proposed method is slightly lower than that of the [3],
this is because the [3] first classifies the speech data, and
then compresses the generated hash sequence through the
stroke length compression technology, thereby shortening the
matching time, however, the final perceptual hash sequence
generation process is more complicated than the deep hashing
construction process in this paper, and its test speech length
is shorter than this paper. Therefore, the CNN/CRNN coding
model proposed in this paper has better retrieval efficiency
and fully meets the retrieval requirements of the encrypted
speech retrieval system.

To sum up, the proposed two deep hashing coding
models (CNN/CRNN) have higher test accuracy and lower
test loss, which shows that the proposed model can fit the
input speech data well, and able to perform good deep hashing
coding operation on the input speech. At the same time, the
deep hashing binary code constructed in this paper has better
recall rate, precision rate and F1 score in encrypted speech
retrieval task, which is fully suitable for the application of
retrieval task. Moreover, the proposed “‘two-stage” classifi-
cation retrieval method has higher retrieval efficiency than the
traditional traversal retrieval method, and with the increase of
hash code length, the improvement of retrieval efficiency will
be more obvious.

VI. CONCLUSION AND FUTURE WORK

In this paper, based on the powerful self-learning ability of
the deep learning method and the advantages of fast retrieval
speed and high precision of the deep hashing method, a clas-
sification retrieval method for encrypted speech based on
DNN and deep hashing is proposed. The proposed method
improves the retrieval efficiency and retrieval accuracy of the
existing content-based encrypted speech retrieval system, and
solves the problem of poor semantics of traditional manual
perceptual features. The main work of this paper is as follows:
1) The proposed method designs two deep hashing coding
models: CNN and CRNN coding model to perform advanced
semantic feature extraction and deep hashing construction
on input speech data, which can generate high-quality deep
hashing binary codes, breaking through the limitations of
traditional manual perceptual features; 2) By using the “two-
stage” classification retrieval method, the retrieval efficiency
and retrieval accuracy are further improved; 3) The Rossler
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chaotic map encryption method is used to ensure the security
of cloud speech data. The experimental results show that the
proposed two deep hashing coding models have better fitting
degree to the input speech data, and the constructed deep
hashing binary code has high recall rate, precision rate and
retrieval efficiency in encrypted speech retrieval task.

The shortcoming of this paper is that although the
“two-stage” classification retrieval strategy is adopted for
retrieval, it reduces the candidate set and improves the
retrieval efficiency, but in the case of large amount of data,
the single-table query limits the retrieval efficiency to a cer-
tain extent, therefore, an efficient index structure is essential.

In future work, we will try to establish an efficient index
structure, which can realize parallel query of multiple tables
and achieve efficient encrypted speech retrieval task in the big
data environment.
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