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Abstract
With the progress of speech retrieval technology in the cloud, it brings a lot of conveniences for
speech user. Yet, the inquiry encrypted speech results from the speech retrieval system are
faced with some secure issues to settle, such as integrity authentication and tampering
recovery. In this paper, an encrypted speech authentication and tampering recovery method
based on perceptual hashing is proposed. Firstly, the original speech is scrambled by Duffing
mapping to construct an encrypted speech library in the cloud, through extracting product of
uniform sub-band spectrum variance and spectral entropy of encrypted speech and construct-
ing a perceptual hashing sequence to generate the hashing template of the cloud. From this, a
one-to-one correspondence between the encrypted speech and perceptual hashing sequence is
established. Secondly, the authentication digest of encrypted speech is extracted according to
the inquiry result during the retrieval. Then, the authentication digest and the perceptual
hashing sequence of the hashing template in the cloud are matched by the Hamming distance
algorithm. Finally, for encrypted speech that fails authentication, tampering detection and
location are performed, and the tampered samples are recovered by the least square curve
fitting method. The simulation results show that the proposed method can extract the
authentication digest directly in the encrypted speech, and the authentication digest not only
has good discrimination and robustness, but it accurately locates the tampered area for
malicious substitution and mute attacks. In addition, the proposed method can recover
tampered speech signals in high quality without any extra information.

Keywords Encrypted speech authentication . Perceptual hashing . Least square curve fitting .

Tampering location . Tampering recovery

1 Introduction

With the vigorous advancement of the cloud industry, more and more users choose the
convenient third-party cloud servers to store multimedia data, such as speech. However, the
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security of data in the cloud surrounding has hindered its promotion and application [6, 10]. In
order to protect the privacy of sensitive speech, many companies and users usually encrypt the
speech before uploading it to the cloud storage center. Authorizers retrieve or download the
encrypted data from cloud storage when they need these data [28]. If these encrypted speech
were maliciously attacked by illegal attackers, and the encrypted speech would lose its original
meaning, causing immeasurable consequences and losses to users [22]. Therefore, in the
application of the encrypted speech retrieval system, how to ensure the authenticity of the
encrypted speech and recover the tampered speech content after a malicious attack are the
current research hotspots in the field of multimedia information security and retrieval. And the
solution of these problems will also promote the popularization and application of cloud
storage or encrypted speech retrieval technology.

Most of the existing privacy protection schemes usually used traditional encryption algo-
rithms [11, 15, 25]. These encryption methods had a large amount of calculations, complicated
operations. Other methods was digital steganography for privacy protection [1, 9, 26, 32],
which realized the protection and transmission of private information by hiding secret speech
in unimportant positions of the transform domain. Additionally, existing encryption methods
based on chaos and pseudo-random number generators achieved the purpose of encryption by
pseudo-random sequences, and replacing speech coefficients to lose speech characteristics [5,
20, 27]. But, these methods lost a lot speech features in exchange for the encryption
performance. Consequently, none of the above encrypted methods can guarantee the privacy
and security of the speech, but also can directly extract the speech authentication digest from
the encrypted speech.

Many scholars had given different schemes for speech integrity authentication. In [3, 8, 13,
23, 31], the authentication methods mainly achieve the purpose of authentication by embed-
ding additional authentication information into the speech signal, and then extracting the
watermark and comparing it with the original watermark information. Such an authentication
method is that the process of embedding and extracting the watermark is added, which reduces
the audible quality of the speech and increases the complexity of the authentication system.

At present, some scholars proposed many schemes in digital watermarking systems for
recovering maliciously tampered samples as much as possible. In [14, 16–19, 24], the authors
embed additional reference information into the original speech signal. If the speech was
tampered with, the reference information was extracted to restore the tampered speech content.
These methods cannot guarantee acceptable speech recovery quality, and the recovery method
were more complicated. Such as Liu et al. [14] proposed a block-based large-capacity
embedding watermarking scheme, which embedded the compressed signal of the speech
signal as a watermark signal in the speech. The corresponding compressed signal was
extracted for reconstruction and recovery when the speech was tampered with. But, the
reconstructed speech signal still had a large error from the real value.

By analyzing the above research, many authentication and tampering recovery methods
based on digital watermarking without considering the privacy and security of speech.
Accordingly, these digital watermarking methods required to embed additional information
into the speech signal for authentication and recovery, which leaded to the decline of speech
quality and complicated the entire authentication system. Compared with digital watermarking
methods, speech authentication methods based on perceptual hashing [2, 12, 33] directly
extracted perceptual features from speech to construct perceptual hashing sequences, thus,
through comparing hashing sequences performed authentication. These methods all extracted
perceptual features from original domain without considering the privacy and security of
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speech, which were not conducive to the transmission of speech in the cloud. In [4, 35], the
perceptual hashing was extracted from the original domain as a digital watermark embedded
into encrypted speech, which increased the complexity of the speech retrieval system. Cur-
rently, although some scholars had proposed perceptual hashing from encrypted speech signals
for retrieval [34], but, there is relatively little research on integrity authentication and tamper-
ing recovery of encrypted speech. Thence, the traditional original domain speech authentica-
tion scheme cannot meet the privacy and security of current speech storage and transmission in
the cloud. Furthermore, encryption may make the speech lost its speech characteristics, making
it relatively difficult to extract authentication information directly in the encrypted speech.
Moreover, none of the existing speech content authentication schemes based on perceptual
hashing gave how to recover the sampled values that had been tampered with as much as
possible if the speech had been tampered with.

In the above speech authentication schemes, combined with the practical application of
content based encrypted speech retrieval system in the cloud environment, this paper uses
speech perceptual hashing technology to realize secure and recoverable encrypted speech
content authentication. Hence, an encrypted speech authentication and tampering recovery
method based on perceptual hashing is proposed. The main contributions of this paper can be
summarized as follows:

1) A time-frequency domain scrambled speech encryption method based on Duffing map-
ping is designed in this paper. It realizes the privacy and security of speech stored in the
cloud. At the same time, the speech authentication digest can be extracted directly from
the encrypted speech.

2) An encrypted speech perceptual hashing scheme is designed, which has high authentica-
tion efficiency. The scheme also can accurately detect and locate tampering position when
the encrypted speech is subjected to malicious tampering.

3) The least square curve fitting method can be used to recover the tampered samples with
high quality in this paper.

Compared with the existing speech content authentication methods based on perceptual
hashing and digital watermarking, the proposed method can directly extract the speech
authentication digest from encrypted speech, and the speech authentication system model is
simple and efficient. Simultaneously, the proposed method can accurately detect and locate
tampering position, and the tampered speech can be recovered with high quality after
malicious attacks.

The major symbols used in this paper are summarized in Table 1 for easy reference.

Table 1 Notations and symbols

Symbol Definition Symbol Definition

XX the sub-band DH product of uniform sub-band variance
and spectrum entropy

E the sub-band mean SNR signal to noise ratio
H(i) spectral entropy SegSNR segment signal to noise ratio
W(:,:) bit error rate X(n) Speech signal
FAR false accept rate FRR false reject rate
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The rest of this paper is organized as follows: Section 2 describes the related theories.
Section 3 gives tampering recovery principle based on the least square curve fitting. Section 4
presents the encrypted speech content authentication model of this paper, and describes in
detail the processing processes of speech encryption algorithm and perceptual hashing con-
struction. Section 5 gives the experimental results and performance analysis as compared with
other related methods. Finally, the conclusions are described in Section 6.

2 Related theory

2.1 Duffing mapping

Duffingmapping [7] waswidely used in image encryption. In order to improve the key security of
the speech scrambling encryption method, the Duffing chaotic system is introduced into the
encryption algorithm to generate keys in this paper. The Duffing mapping is defined as follows:

T :
xiþ1 ¼ yi

yiþ1 ¼ −bxi þ ayiþ1−y
3
i

�
ð1Þ

As can be seen from Eq. (1), the Duffing chaotic system iterates the entire chaotic equation by
two variables x and y. The two constants a and b are usually set to a = 2.75 and b = 0.2, and the
system is in a chaotic state. The Duffing chaotic system not only has an extremely sensitive
dependence on the initial value, but also has excellent pseudo-randomness. It meets the
requirements of various statistical characteristics, and is fit to generate an encryption key. In
summary, Duffing mapping is easy to implement, more complex, highly secure, and it is
suitable as a key generator for speech encryption schemes.

2.2 Uniform sub-band spectrum variance

The existing band variance calculation is to calculate the variance of each spectral line, which has
large fluctuations and low stability. Therefore, the uniform sub-band separation band variance
[29] is extracted in the encrypted speech of lower signal to noise ratio (SNR) in this study.

Firstly, the fast Fourier transform (FFT) is performed on each frame of data N, and there are
(N/2 + 1) lines in the positive frequency domain. The (N/2 + 1) DFT post-amplitude spectrum
Xi = {Xi(1), Xi(2), …, Xi(N/2 + 1)} is divided into q sub-bands (i denotes the i-th frame), each
sub-band contains p = fix[(N/2 + 1)/q] line (where fix[·] indicates its integer part), the sub-band
XXi (m) is:

XX i mð Þ ¼ ∑
1þ m−1ð Þpþ p−1ð Þ

k¼1þ m−1ð Þp
jX i kð Þj ð2Þ

where m represents the number of spectral lines in the positive frequency domain within a
frame of speech.

Let XXi = {XXi(1), XXi(2), …, XXi(q)}, the sub-band mean Ei,1 is

Ei;1 ¼ 1

q
∑
q

k¼1
XX i kð Þ ð3Þ
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Sub-band variance Di,1 is

Di;1 ¼ 1

q−1
∑
q

k¼1
XX i kð Þ−Ei;1
� �2 ð4Þ

Since the band variance can account for the undulation of the band and the involved energy. In
the speech of lower SNR, the band variance of the uniform sub-band separation can better
distinguish the noise and the speech segment than the existing band variance method.
Therefore, the proposed method extracts the uniform sub-band band variance separation as
the perceptual feature in the encrypted speech to construct a perceptual hashing sequence.

2.3 Spectral entropy

Spectral entropy [30] mainly detects the flatness of the spectrum. The calculation of spectral
entropy includes the following two steps:

Step 1: After the time domain speech signal x(t) is subjected to windowing framing and FFT
transformation, where the energy spectrum of the k-th spectral line frequency
component is Yi(k). Then the normalized spectral probability density function of
each frequency component is defined as:

Pi kð Þ ¼ Y i kð Þ
∑N=2

k¼0Y i kð Þ
ð5Þ

where Pi(k) is the probability density corresponding to the k-th frequency component fk of the
i-th frame, and N is the length of the FFT.

Step 2: The spectral entropy H (i) of the i-th frame is expressed as:

H ið Þ ¼ ∑N=2
k¼0Pi kð Þlog10 Pi kð Þ½ � ð6Þ

2.4 Calculation of uniform sub-band variance spectral entropy product

In order to directly extract the authentication digest from the encrypted speech with low SNR
for speech content authentication and tampering location, a fusion feature that constructs a
uniform sub-band variance spectral entropy product was constructed. In low SNR speech, it is
major to distinguish between noise and speech as much as possible. Because the features of
speech and noise are significantly different in the spectral domain. Generally, the energy of a
speech segment has varies greatly with the frequency band. And it has a larger peak at the
formant, but these energy are smaller in the noise segment. From the uniform sub-band
separation band variance of Eq. (4), it can be seen that it reflects the degree of fluctuation
among bands, and also shows the short-term energy of the speech signal. For speech segment,
the greater the energy. For noise segment, the smaller the energy. This shows that the uniform
sub-band separation band variance can well distinguish between speech segments and noise
segments in the frequency domain. And the amplitude of the speech segment has a large
dynamic range relative to the noise, it contains a large amount of average information, which
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indicates the entropy is large. Oppositely, the amplitude of the silent segment is small, and the
distribution is relatively concentrated, which demonstrates the entropy is large. Therefore, the
speech entropy is robust to noise.

The separate uniform sub-band separation band variance and entropy cannot distinguish the
speech and noise well when the speech signal SNR is comparatively low. For this purpose, the
method of combining uniform sub-band separation band variance and spectral entropy is used
to improve the accuracy of distinguishing between speech and noise segments.

DHi ¼ 1þ jDi*Hijð Þ1=2 i ¼ 1; 2;…; n ð7Þ
where i is the number of frames of speech,Di is the uniform sub-band frequency band variance
calculated for each frame, Hi is the spectral entropy value for each frame, and DHi is the
calculated product of uniform sub-band frequency band variance and spectrum entropy for
each frame.

2.5 Least square curve fitting

The least square method [21] is to find the best function match by minimizing the sum of the
squares of the errors, which can be used to obtain unknown data and minimize the sum of the
squares of the errors. When the distribution of sample points is not a straight line, polynomial
curve fitting can be used to obtain the lost points. The fitting curve equation is defined as the n-
th order polynomial as follows:

y ¼ ∑
n

i¼0
aixi ¼ anxn þ an−1xn−1 þ…þ a1xþ a0 ð8Þ

Eq (8) is expressed as Y = X0A in matrix form, where X 0 ¼
xn1 ⋯ x1
⋮ ⋱ ⋮
xnk ⋯ xk

2
4

3
5. The A is the

coefficient vector to be calculated, then A = [an, an-1, …, a2, a1, a0]T. In order to find the
equation coefficient A of the fitted curve, the left side of the Y = X0A is multiplied by X0 to

obtain the XT
0Y ¼ XT

0X 0A. At the same time, the left side of the new equation is simulta-

neously multiplied by the inverse matrix of XT
0X 0, and the equation coefficient A = (XT

0X 0)−1

XT
0Y of the fitted curve is obtained.
The average value of between adjacent samples is used as the recovery value of the

tampered samples in [24], which has a large recovery error. In this paper, the least square
curve fitting is used to decrease the error between the recovered value and the actual value.

3 Principle of tampered speech recovery based on least square curve
fitting

In the real cloud environment, malicious attackers may tamper with the speech to change its
original meaning, owing to the cloud server is a third-party unreliable service provider. For
purpose of recovering the tampered speech to further reduce the speech user’s losses, an
efficient tampering speech recovery technology was proposed in [24]. The receiver firstly
performed tampering location for tampered encrypted speech. Then, the received user reversed
encrypted speech that tampered with, which leaded the tampered speech samples to the entire
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speech. Finally, the tampered samples was recovered by calculating the average value of high
correlation adjacent samples. This restoration method is simple, and can approximately recover
the tampered samples without additional information. However, the recovered samples in this
way has a large error from the real value. Especially, in the case of large speech fluctuations,
the error is greater. Therefore, in order to recover the tampered samples with high quality, the
proposed model adopts the least square method curve fitting to decrease the restoration errors.

The SNR and the segment signal to noise ratio (SegSNR) are used to objectively measure
the quality of the recovered speech. These indexes are statistical difference measures, the
calculation formulas are given in Eqs. (9) and (10), respectively. The SNR is calculated from
the entire speech signal, and SegSNR is the SNR between segments after the speech is
segmented. Thence, both indicators can be used to evaluate the recovered speech quality.

SNR ¼ 10log10
∑L

l¼1x
2 lð Þ

∑L
l¼1 x lð Þ−y lð Þð Þ2 ð9Þ

SegSNR ¼ 10

I
∑
I

i¼1
log10 ∑

J

j¼1

x2 jð Þ
x jð Þ−y jð Þð Þ2 ð10Þ

where L is the total number of samples of speech, and l is each samples; I is the total number of
frames of speech, and i is each frame; J is the samples of each frame, and j is each sample in a
frame; x represents the original speech signal, and y represents the recovered speech signal.

Figure 1 shows the principle of recovering speech samples based on least square curve
fitting method.

In Ref. [24], the recovery error is relatively large using the adjacent samples to recover the
tampered samples. In order to make the reconstructed speech value closer to the original value,

Fig. 1 An example of tampering recovery
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this paper uses the least square curve fitting to recover the tampered samples. For purpose of
obtaining the best match function of the least squares curve fitting method, the average of two
adjacent sample points is firstly used to obtain new speech samples. Then, the new speech
samples as the input to acquire the best match function coefficient and estimate the tampered
samples. The coefficient of the matched function is optimal when the input error is close to
stationary data. The experiments show that the recovered samples value is closer to the real
value when the order of the polynomial is 2–5. Therefore, our study selects a polynomial of 2-
th order to estimate the tampered samples value.

Figure 2 shows a diagram of curve fitting of different orders of 1–9 order to obtain the best
matching function. The input is the average value of the adjacent sampling points of the
tampered sampling point. The output is the restored tampered sampling point.

4 The proposed authentication algorithm of encrypted speech

4.1 The authentication model of encrypted speech

Figure 3 shows the encrypted speech content authentication model for specific applications of
the encrypted speech retrieval system. The model builds an encrypted speech content

Fig. 2 Curve of 1–9 order fitting results: (a) 1-th (b) 2-th (c) 3-th (d) 4-th (e) 5-th (f) 6-th (g) 7-th (h) 8-th (i) 9-th
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authentication system that can directly extract the speech authentication digest and tampering
recovery under the premise of ensuring the privacy of the speech.

As shown in Fig. 3, the speech holder firstly encrypt the speech by the Duffing map to
construct an encrypted speech library in the cloud, while extracting the perceptual hashing
sequence (authentication digest) of the encrypted speech. Secondly, the authentication digest is
encrypted by Duffing map, while constructing a hashing sequence to generate a hashing
template of the cloud. Finally, a one-to-one correspondence between the encrypted speech
and the hashing sequence is established. After the speech users retrieve the speech, the same
perceptual hashing scheme executes encrypted speech content authentication. Among them,
content authentication and tampering location are mainly accomplished by an efficient per-
ceptual hashing algorithm; recovering tampered speech is efficiently recovered by the least
square curve fitting method of Section 3.

The main innovation of the proposed model is the speech can efficiently complete
authentication and precisely tampering location in the encrypted speech without any additional
information. And the proposed model can high quality recover tampered speech content by the
least square curve fitting.

4.2 Speech encryption

In actual speech encryption, multiple rounds of operations would be performed on the speech
to enhance the encryption performance. But, this would lead to excessive loss of speech
features. Therefore, the proposed encryption method only adopts scrambling operations. The
generated random sequence serves as a key when the Duffing map is in a chaotic state. It has
strong randomness and high security. That is why this paper employs Duffing mapping to
generate a random sequence of keys, and scramble each samples in the time domain. After

Fig. 3 The authentication model of encrypted speech based on perceptual hashing

24933Multimedia Tools and Applications (2021) 80:24925–24948



encryption, the speech still has some perceptual features, which can directly extract the
authentication digest from the encrypted speech.

Figure 4 shows the specific encryption flow diagram and encryption steps.

4.3 The construction of encryption speech perceptual hashing sequence

In order to directly extract a better robust and discrimination authentication digest (speech
perception hashing sequence) from encrypted speech with low SNR, the proposed method
applies the product of uniform sub-band frequency band variance and spectral entropy as the
fusion feature to construct perception hashing sequence. Figure 5 shows the construction
process of speech fusion features.

The specific extraction steps are as follows:

Step 1: Speech preprocessing. Let the speech signal be x(n), Using Eq. (11), Eliminate the
DC component by using the Eq. (11), because the existence of the DC component
will affect the calculation of the uniform sub-band spectrum variance.

x nð Þ ¼ x nð Þ−mean x nð Þð Þ ð11Þ

where mean is the mean of the speech signal.

Step 2: Framing the windowing. Due to the spectrum is leaked by truncated the speech
directly, in order to improve the occurrence of this situation, the speech signal x(n) is
processed by the Hamming Windowing function. The speech signal x(n) has no
overlapping framing, the frame length wlen is set to 256, and the frame shift inc is set
to 256. After windowing processing, the i-th frame speech signal uses xi(m)
expression.

Step 3: Uniform sub-band separation. According to Eq. (2), one sub-band is composed of
p = 4 points, and xi(m) is divided into q = 32 sub-bands. The sub-band spectrum
XXn(k) is obtained, where 1 ≤ k ≤ 32. Define the sub-band spectrum of all frames as
XXi = {XXi(1), XXi(2),…, XXi(q)}, and the sub-band mean valu Ei,1 of the amplitude
is calculated according to the Eq. (3). Then, using the Eq. (4), the variance of the
band after each sub-band separation is calculated, which generate the feature matrix
parameter Dw (1, Zm), where Zm represents the number of feature vectors.

Fig. 4 Speech encryption algorithm

Fig. 5 The fusion feature extraction process
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Step 4: Spectral entropy feature extraction. Firstly, xi(m) is subjected to FFT transformation,
and according to Eq. (5), a normalized spectral probability density function pi(k) of
each frequency component fk is obtained. Then, the spectral entropy feature is
obtained as Hi using Eq. (6), and a feature parameter matrix Hw(1, Zm) is generated.

Step 5: Constructing fusion features. The extracted uniform sub-band frequency band
variances Dw and spectral entropyHw are used to obtain the fusion feature parameter
DHw(1, Zm) according to Eq. (7).

Step 6: Hashing construction. A binary hashing construction is performed on the fusion
characteristic parameter matrix DHw(1, Zm) to generate a hashing sequence H (1, 2,
...., qm) of 0 and 1. The specific construction method is as follows:

Calculate the mean T of all the features in the feature parameter matrix DHw(1, Zm). If the
feature DHw is greater than T, it is 1. Otherwise it becomes 0;

Hi xð Þ ¼ 1; DHw jþ 1ð Þ > T
0; Others

j ¼ 1; 2⋯Zm

�
ð12Þ

where j is the j-th feature vector in the feature parameter matrix DHw.

Step 7: Hashing template encryption. To improve the security of authentication system, the
proposed method scramble the generated hashing sequence. The hashing sequence
Hi is scrambled using a pseudo-random sequences V = [v1, v2, v3,…, vM], whereM is

the number of perceptual hashing. And the encrypted hashing sequence is H*
i .

4.4 Speech authentication

For speech user, the speech stored and transmitted in the cloud need to be authenticated, this is
a powerful measure to prevent misunderstandings. Firstly, the perceptual hashing sequence of
the speech to be authenticated is extracted. Then, the extracted hashing sequence matches with
hashing template by the normalized Hamming distance to confirm whether the authentication
speech has been tampered with. Suppose S1 and S2 represent two different speech segments,
H1 andH2 are respectively hashing sequences generated by two speech segments,M represents
a hashing sequence length. The normalized Hamming distance W(:,:) represents the occurring
bit error rate (BER).

W S1; S2ð Þ ¼ D H1;H2ð Þ ¼ 1

M
∑
M

k¼1
jH1 kð Þ−H2 kð Þj ð13Þ

This paper makes the following two assumptions, A and B:

A: if W(S1, S2) < τ is established, the authentication is passed;
B: if W(S1, S2) ≥ τ is established, the authentication is not passed;

where τ is the hashing sequence matching threshold.
According to the above hypothesis, the authentication result is passed, if the Hamming

distance is less than or equal to the matching threshold of the authentication model. Oppo-
sitely, if the Hamming distance greater than the matching threshold, the authentication result is
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not pass. Then, the speech user executes tampering location for the speech that has not passed
the authentication, and prepares for tampering recovery.

5 Experimental results and performance analysis

The experimental hardware platform is Itel(R) Core(TM) i5-5200U CPU @2.20GHz, RAM
4 GB, and the experimental software platform is MATLAB R2016a under Windows10
system. The experimental data uses the speech in the TIMIT (Texas Instruments and Massa-
chusetts Institute of Technology) and TTS (Text to speech) speech libraries, which is
encrypted to generate an encrypted speech library in the cloud. The speech library contains
640 segments of audio frequency recorded by men and women, 1280 segments in total. Each
speech segment is 4 s long and has a WAV format. The speeches adopt 16 kHz sampling
frequency with 16 bits sampling accuracy. In the experimental discussion, the encryption
performance will be evaluated by the PESQ-MOS score and SNR, the performance of the
perceptual hashing will be evaluated by the robustness and distinguishability, and the speech
recovery quality will be evaluated by the SNR and SegSNR.

5.1 Encryption performance analysis

In the experiment, a 4 s long speech segment is selected from the speech database with a
sampling frequency of 16 kHz and a total of 64,000 samples. Firstly, scramble the 64,000
samples in the time domain by Duffing map. Then, output the encrypted speech. Figure 6
shows the speech waveforms before and after encryption, decryption successful and decryp-
tion failure.

As can be seen from Fig. 6, Fig. 6(a) is completely inconsistent with Fig. 6(b). It indicates
the encrypted speech waveform loses the features of the original speech waveform, making it a
noisy waveform. Figure 6(c) is the speech waveform after the correct decryption, which is
almost the same as the waveform of Fig. 6(a). It demonstrates encryption method can correctly
decrypt the encrypted speech. From an intuitive point of view, it is verified the proposed
encryption algorithm hides the speech information well, which greatly reduces the possibility
that an illegal person can directly obtain the information from the encrypted speech. According
to the length of the speech samples, the length of key is 64,000!, this is enough to resist general

Fig. 6 The speech waveforms: (a) The original speech (b) The encrypted speech (c) Successful decryption
speech (d) Failed decryption speech
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key attacks. If a position in the key changes, the speech waveform will not be decrypted
correctly, which is reflected in Fig. 6(d).

The Fig. 6 analyzes the encryption performance from the perspective of the time domain,
and the spectrogram explains the security of the encryption algorithm in the frequency
spectrum.

The spectrogram before and after speech encryption is shown in Fig. 7. Figure 7(a) is a
spectrogram before speech encryption, it can be seen that the energy (darker color) of the
speech signal is concentrated in the 0-1 kHz frequency band, and the energy change of the
speech can be read more clearly. In Fig. 7(b), the speech energy has been scattered, and it is not
concentrated in the 0-1 kHz frequency band, any speech information cannot be obtained.
Figure 7(c) is the encrypted speech spectrum of the Ref. [34], which shows the clearly speech
changes. Therefore, the encryption method in this study is more secure than the Ref. [34].

The above illustrates the performance of the encryption algorithm from the perspective of
time and frequency domains. Then from an objective perspective (using the Perceptual
Evaluation of Speech Quality (PESQ) recommended objective mean opinion score (Mean
Opinion Score, MOS) and SNR) to evaluate the encryption algorithm. Generally, the score of
PESQ-MOS ranges from 1 to 4.5. The PESQ-MOS value of encrypted speech hoped approach
1 or less than 1, which means the encryption performance is better. And the quality of the
recovered speech after decryption is expected to be above 2.5 or closer to 4.5, it means that the
quality of speech recovery is excellent.

Fig. 7 The speech spectrogram before and after encryption comparison result: (a) the original speech spectro-
gram (b) the encrypted speech spectrogram (c) encrypted speech spectrogram of Ref. [34]
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Table 2 shows the comparison results of the calculated average PESQ-MOS / SNR of the
10 speeches in the speech library after encryption and decryption with Ref. [34].

As shown in Table 2, the PESQ-MOS value of the proposed method is less than 1.0, which
indicates the speech signal is completely noisy. In such speech noise, the illegal person cannot
obtain any speech information. Besides, the SNR of the original speech and the encrypted
speech signal is also calculated in this paper, which is also lower than 0. It proves that the
proposed encryption algorithm can effectively ensure the privacy and security of the speech in
the cloud. Compared with Ref. [34], the objective evaluation score of PESQ-MOS and SNR
are higher than our method. This shows that the security of our method is higher than Ref.
[34]. And the score of the decrypted speech quality PESQ-MOS is 4.5, which declares the
decrypted speech quality is wonderful.

5.2 Discrimination performance analysis

To validate the performance of the proposed perceptual hashing algorithm, the false accept rate
(FAR) is used to explain the perceptual hashing performance. The discrimination of the
algorithm is measured by calculating the BER obtained from two different speech segments.
A total of 816,004 BER values can be obtained in this study. The normal distribution of the
BER of different content speech is as shown in Fig. 8.

According to the De Moiver-Laplace center limit theorem, the Hamming distance approx-

imates obeys the normal distribution of μ ¼ p; δ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1−pð Þ=Np

, N is the perceptual hashing
sequence, μ is the BER mean, and δ is the BER, p is the probability of the perceptual hashing

Table 2 PESQ-MOS/SNR of encrypted and decrypted sample speech

Method PESQ-MOS SNR

Ref. [34] 1.0305/4.5000 −2.5062
Our method 0.5339/4.5000 −3.0215

Fig. 8 BER distribution of discriminant analysis of different speech
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sequence 0, 1 occurring. In this paper, N = 250. The theoretical normal value μ = 0.5 and
standard deviation δ = 0.0316 are calculated, according to the De Moiver-Laplace center limit
theorem. The experimental value is standard deviation δ = 0.0319, μ = 0.4990. It can find the
experimental values μ and δ is very close the theoretical values. As shown in Fig. 8, the
calculated BER distribution map of 1278 speech segments almost coincide with the standard
normal distribution line, which also shows the BER distribution map follows an approximate
normal distribution. It indicates our method has better discrimination.

The FAR further illustrates the differentiation of the algorithm to better and quantitatively
demonstrate the discrimination of perceptual hashing in this paper. The FAR is calculated as
Eq. (14):

FAR τð Þ ¼ ∫τ∞ f xjμ; δð Þdx ¼ ∫τ∞
1

δ
ffiffiffiffiffiffi
2π

p e
x−μð Þ2
2δ2

dx ð14Þ

where μ is the mean of BER, τ is the matching threshold, δ is the standard deviation, and x is
the FAR.

Table 3 shows the comparison results of the FAR of the proposed algorithm and the
existing algorithms.

The FAR value is calculated by Eq. (14). Under the condition of a certain matching
threshold, the smaller the FAR, the lower the misrecognition rate of the authentication system.
As shown in Table 3, the FAR value of the proposed perceptual hashing is much smaller than
the calculated FAR of Ref. [2, 4, 12, 33, 34], which leads to a greatly reduced probability of
judging different speech segments as the same speech. It indicates that our method has better
discrimination, and is more suitable for a speech authentication system based on perceptual
hashing. In this paper, the sampling frequency is 16 kHz and the number of frames is 360,
hence, the FAR value decreases because the performance of the MDCT-NMF algorithm
proposed in [2] depended on the number of frames. In Ref. [12], the linear prediction analysis
is used to approximate with the minimum mean square error. There is a certain error, which
makes the FAR value decrease. Ref. [33] uses an improved spectral entropy method to
construct perceptual hashing, which affects the size of its spectral entropy value in the noise
section. It leads to cannot accurately represent the speech signal, so the FAR value reduced. In
Ref. [4], speech syllables was used to construct the perceptual hashing, which will cause
misjudgment when distinguishing between noise and speech segments, it causes the FAR
value decreases. Ref. [34] uses short-term cross-correlation to construct a perceptual hashing,
which causes the correlation after speech encryption to decrease, thus leading to a decrease in
the FAR value. In this study, only 2.21 speech fragments are misjudged for every 1010 speech
fragments when matching threshold is τ = 0.3, which is lower than the comparison algorithm.

Table 3 Comparison results of FAR values under different thresholds

τ Our method Ref. [2] Ref. [12] Ref. [33] Ref. [4] Ref. [34]

0.1 3.38×10−36 2.94×10−21 2.95×10−22 7.75×10−32 1.59×10−29 5.25×10−27

0.15 3.69×10−28 1.14×10−16 3.42×10−17 9.49×10−25 5.56×10−23 4.11×10−21

0.20 3.52×10−21 1.11×10−12 1.38×10−13 1.33×10−13 2.63×10−17 5.45×10−16

0.25 2.96×10−15 2.75×10−09 1.94×10−10 2.15×10−13 1.69×10−12 1.23×10−11

0.30 2.21×10−10 1.68×10−06 9.69×10−07 4.05×10−09 1.51×10−08 4.77×10−08
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5.3 Robustness performance analysis

During the daily use of speech, some conventional content preserving operation (CPO)
processing may be performed on the speech, such as volume increase and decrease, resam-
pling, and compression et al. In order to test the robustness of the proposed perceptual hashing
algorithm, eight conventional CPO operations are selected to test the robustness of the
perceptual hashing algorithm under CPO. Table 4 shows the CPO operations.

Table 5 shows the comparison results of the robustness between the Ref. [2, 4, 12, 33, 34]
and the proposed method.

As can be seen from Table 5, the proposed perceptual hashing algorithm is less robust
in the encrypted domain than in the original domain. It certificates that encryption has
affected the speech extraction features. Compared with the Ref. [2], our method is more
robust in the operation of Gaussian white noise. It is slightly worse in volume increase,
decrease, compression and resampling, but it is better than the Ref. [2] in the original
domain. Compared with Ref. [12], it is obviously better in resampling, compression, and
white noise operations. The volume increase in the original domain is better than Ref.
[12]. Compared with the Ref. [33], the volume decrease, compression, and white noise
are more robust. And the volume is increased and worse, but it is better than the Ref.
[33] in the original domain. Compared with the Ref. [4], the volume reduction operation
is more robust and the resampling operation is better in the original domain, but the
volume and compression operations are slightly worse. Compared with the Ref. [34], the
operation of adding white noise is more robust, the volume, resampling, and compression
operations are less robust, but they are better in the original domain. Because the
performance of the proposed encryption algorithm is much better than the Ref. [34],
this greatly affects the robustness of the algorithm. In summary, although some opera-
tions are less robust in encrypted speech, this is on account of encryption makes the
speech features less and affects its robustness. Because the authentication digests in [2,
12, 33] are extracted in the original domain, the authentication abstracts extracted in our
paper are directly extracted in the encrypted speech. Moreover, the operations of less
robust compared with comparative literature, the difference is small. Hence, the proposed
perceptual hashing in our study can meet the requirements for robustness of speech
authentication.

The false reject rate (FRR) can also be used to evaluate the robustness of the hash
algorithm, it refers to the probability of judging two identical contents as different contents.
For evaluating the overall performance of the hashing algorithm, the FAR-FRR curve is shown
in Fig. 9. The formula for calculating FRR is shown in Eq. (15).

Table 4 CPO types

Type Parameters Abbreviation

Volume adjustment 1 −50% V.↓
Volume adjustment 2 +50% V.↑
Resampling 1 16–8-16 kHz R8–16
Resampling 2 32–8-16 kHz R32–16
MP3 compression 1 32 kbps M.32
MP3 compression 2 192 kbps M.192
Add white noise 1 Add 5 dB narrowband Gaussian white noise W.N1
Add white noise 2 Add 40 dBnarrowband Gaussian white noise W.N2
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FRR τð Þ ¼ 1−∫τ−∞ f x μ; δjð Þ ¼ 1−∫τ∞
1

δ
ffiffiffiffiffiffi
2π

p e
x−μð Þ2
2δ2

dx ð15Þ

where μ is mean of BER, τ is an authentication threshold, δ is the standard deviation, and x is
BER.

Figure 9 shows the FAR-FRR curve of the perceptual hashing algorithm. The X-axis is the
critical value for judging correct as wrong. The Y-axis represents the probability that the
correct speech is misjudged as a tampered speech.

As can be seen from Fig. 9 that the two curves of FAR and FRR do not intersect. And the
proposed scheme in this study also have a large threshold decision interval, which shows it has
good discrimination and robustness. Thence, the proposed method can be applied to content
authentication of the encrypted speech.

5.4 Authentication efficiency analysis

For expounding the authentication efficiency of this algorithm, 100 clips 4 s speeches are
selected from the speech libraries. The total time that generate a perceptual hashing sequence
and hashing match is calculated to measure the authentication efficiency. Table 6 shows the
comparison of algorithm authentication time of the proposed method and existing Ref. [2, 4,
12, 33–35].

Table 5 Comparison of average BER

Type Our method Application to the original speech Ref. [2] Ref. [12] Ref. [33] Ref. [4] Ref. [34]

V.↓ 0.0041 0.0107 0.0040 0.0016 0.0385 0.0042 0.0038
V.↑ 0.0686 0.0198 0.0256 0.0415 0.0604 0.0039 0.0160
R.8→16 0.0068 0.0015 0.0012 0.0260 0.0032 0.0026 0.0033
R.32→16 0.0484 0.0119 0.0098 0.1219 0.0423 – 0.0223
M.32 0.0651 0.0081 0.0218 0.1147 0.2761 0.0016 0.0090
M.192 0.0192 0.0050 0.0035 0.0727 0.2600 – 0.0086
W.N1 0.0136 0.0027 0.1049 0.4257 0.2755 – 0.0964
W.N2 0.0634 0.0087 0.2633 0.4578 0.2934 – 0.1394

Fig. 9 The FAR-FRR curve of proposed method
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It can be seen from Table 6 that the authentication efficiency of the proposed method is 62
times faster than Ref. [2], 6 times faster than Ref. [12], 1.8 times faster than Ref. [33], and 6
times faster than Ref. [34]. Because the algorithms in [2, 12, 34] adopted the NMF dimen-
sionality reduction method for data dimensionality reduction processing, which had resulted in
a significant decrease for the efficiency of matching authentication. Through the above
analysis, it is shown that the proposed method has high authentication efficiency. Additionally,
the digest length is 250, which has good abstractness. Therefore, the algorithm designed in this
paper is very simple and easy to implement, which is suitable for the real-time authentication
needs in practical applications.

5.5 Tampering location and tampering recovery

The encrypted speech needs to be located and recovered when the speech authentication fails,
so as to make up for the loss of the user as much as possible. In order to explain the proposed
method’s ability of tampering location, two kinds of forgeries are performed for speech. Then,
the SNR and SegSNR are used to evaluate tampered speech recovery quality. Figures 10 and 11
show the results of tampering location and recovery for mute and replace attacks.

Table 6 Comparison of authentication efficiency of different algorithms

Algorithm Ref. [2] Ref. [12] Ref. [33] Ref. [34] Our method

Work frequency (GHz) 2.5GHz 3.3GHz 2.2GHz 2.2GHz 2.2GHz
Total(s) 360 360 266 250 250
Length of hashing sequence (bit) 130.4 12.47 3.78 13.84 2.08

Fig. 10 Tamper location and recovery results from mute attacks: (a) encrypted speech under mute attack (b) the
location of tampered speech frames (c) the decrypted and recovered speech subjected to mute attacks
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5.5.1 Location and recovery of mute attack

In the real attacks, the attackers often implement mute attack to reset the significant speech
information to zero. In this study, the speech samples (16,000-18,400) are randomly reset to
zero, as shown in Fig. 10(a). Figure 10(a), (b), and Fig. 10(c) respectively show the speech
waveform of the encrypted speech after the mute attack, the tampering location of the mute
attack, and the speech waveform after decryption and recovery. It can be seen from Fig. 10(b)
that the proposed method can accurately locate the tampered area, there is the basic work for
the speech recovery. When the marked tampered speech is decrypted by inverse scrambling
diffusion, it is difficult to observe the difference between the decrypted tampered speech and
the original speech on the waveform. It indicats the tampered samples are diffused into the
entire speech, which is beneficial to recover the tampered speech using the least square curve
fitting. In Fig. 10(c), the recovered speech waveform is very similar to the original speech
waveform in Fig. 6(a). It also shows that the proposed method can recover high quality
tampered speech.

5.5.2 Location and recovery of substitute attacks

Many malicious attackers often employ tampering attacks to change the meaning of original
speech, such as substitute. Therefore, the samples (14,400-16,000) and samples (46,400-
47,200) of the encrypted speech are replaced, as shown in Fig. 11(a). Figure 11(a), (b), and
(c) respectively show the speech waveform of the encrypted speech after multiple replacement
attacks, the localization digram of replacement attacks, and the speech waveform after
decryption and recovery. As can be seen from Fig. 11(b), the authentication method can
accurately locates multiple tampered position. In Fig. 11(c), the recovered speech waveform is

Fig. 11 Tamper location and recovery results from replacement attacks: (a) encrypted speech undergo multiple
tamper attacks (b) the location of tampered speech frames (c) the decrypted and recovered speech subjected to
substitution attacks
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very similar to the original decrypted speech waveform in Fig. 6(a), which shows that the
recovery method in this paper can recover the tampered samples value to the greatest extent.

5.5.3 Tamper recovery performance analysis

As can be seen from Figs. 10 and 11, the proposed method can precisely locates mute and
substitute two malicious attacks. When the proposed method locates the tampered position of
the encrypted speech, the speech users mark these tampered samples. Then, the marked speech
signal is diffused inversely to obtain tampered decrypted speech. This paper uses least curve
fitting to recover the tampered samples for recovering the tampered samples with high quality.
If the entire speech as the input is used to find the optimal solution, it may occur overfitting.
This is resulting in poor recovery speech quality, because the amplitude of the speech samples
fluctuate differently in different speech segments. Therefore, this study believes that speech
fragments with as consistent speech fluctuations as possible are input, which makes the
obtained fitting coefficients optimal. In the experiment, this paper selects a frame as a segment,
and obtains the average value of untampered neighboring samples as the input of the least
square curve fitting to find the optimal solution of the curve fitting function. Thus, using the
optimal solution to recover the tampered samples with high quality.

Figures 10(c) and 11(c) show the speech waveforms after decryption and recovery of the
mute and substitute attacks. It can be seen from Figs. 10(c) and 11(c) that the speech waveform
recovered by the least square curve fitting is very similar to the decrypted original speech
waveform. It demonstrates that the proposed method can expensive quality the recover
tampered samples value. Next, the SNR and SegSNR are used to describe performance of
the proposed recover method.

Table 7 is the recovery quality results of the tampered speech.
As can be seen from Table 6, the recovery quality of the proposed method is obviously

higher than the recovery quality of the Ref. [14, 24]. This is because the least square curve
fitting method reduces the error between the recover value and the original value, making the
recovered samples more reasonable. Compared with the DCT-based compression reconstruc-
tion in Ref. [14], the recovery quality of this paper is higher and the recovery method is easier.
Because the compression reconstruction based on the DCT sparse basis has a large amount of
compressed data, it is very troublesome for the speech to carry these compressed data. This
will undoubtedly cause speech distortion and speech quality degradation, which contraries to
the original intention of recovering the speech signal with high quality. Compared with the
Ref. [24], the proposed method further enhances the quality of speech recovery, and reduces
the recovery error. It raises the SNR and the peak signal-to-noise ratio (PSNR) of the recovered
speech. Based on the above analysis, these show the proposed method can be applied to the
entire encrypted speech authentication model. Compared with digital watermark authentication
models, the authentication steps become simpler. Moreover, the proposed method does not

Table 7 Tampered speech recovery quality results for different attacks

Attack forms SNR SegSNR

Ref. [14] Ref. [24] Our method Ref. [14] Ref. [24] Our method

Mute attack 18.3 28.1 30.2 39.43 77.13 89.72
Substitute attack 17.5 28.2 29.8 38.38 76.81 99.18
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decrease the speech quality because of embedding additional speech information, and does not
need to consider embedding capacity.

Table 8 shows the comparison results between the authentication model in this study and
the authentication model proposed in the comparative reference.

As can be seen from Table 8, our proposed the authentication model settles the issues of
privacy protection, speech authentication, tampering location, and tampering recovery. Com-
pared with the Ref. [2, 4, 12, 33], the perceptual features are directly extracted from the
encrypted speech in this study, and the speech authentication and tampering location can be
directly operated in the encrypted speech. It greatly increases the speech privacy and security
in the cloud. Furthermore, the proposed perceptual hashing scheme constructed can be used for
speech retrieval and content authentication. Compared with the digital watermarking scheme
proposed in [14, 24], our research can complete the speech authentication, tampering location
and recovery without additional information; Compared with the existing digital watermark
authentication model, the speech authentication model based on perceptual hashing does not
affect the quality of the speech by embedding the watermark information, which simplifies the
overall authentication steps.

5.6 Discussion

In this paper, we show that the solution of encrypted speech authentication and tampering
recovery. We confirm that our research method has breakthroughs in the following aspects
compared with the existing research methods. Firstly, the extraction method of the authenti-
cation abstract in our scheme is innovative. The existing authentication scheme extracts the
authentication abstract from the original speech, while our scheme extracts the authentication
abstract from the encrypted speech. This ensures the privacy and security of speech while
authenticating. Secondly, other authentication schemes based on perceptual hashing had not
solved the problem of how to recover the speech after tampering. However, our plan put
forward a solution to the tamper recovery problem. Finally, compared with the digital
watermarking scheme, our scheme reduces the embedding and extraction steps of the digital
watermark, and simplifies the complexity of the entire authentication system. The results
indicate that our scheme is indeed better than the schemes compared in the article in terms of
encryption performance, perceptual hashing performance, and speech recovery quality.

Although there are important discoveries revealed by these studies, there are also limita-
tions. First, although the encryption method mentioned in our plan can ensure general speech
security, it may be insufficient for some places with higher security. This is because a certain

Table 8 Comparison of performance for different methods

Encryption Methods Feature extraction Application location Recovery

Ref. [2] No Perceptual hashing Original speech Authentication No No
Ref. [12] No Perceptual hashing Original speech Authentication No No
Ref. [33] No Perceptual hashing Original speech Authentication No No
Ref. [4] Yes Perceptual hashing Original speech Retrieval No No
Ref. [34] Yes Perceptual hashing Encrypted speech Retrieval No No
Ref. [14] No Digital watermarking – Authentication Yes Yes
Ref. [24] Yes Digital watermarking – Authentication Yes Yes
Our method Yes Perceptual hashing Encrypted speech Retrieval and

Authentication
Yes Yes
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encryption performance is sacrificed in exchange for the ability to extract the authentication
digest directly from the encrypted speech. Second, the performance of our proposed perfor-
mance of speech hashing is based on our proposed encryption method. For other encryption
schemes, further demonstration is needed. Overall, our speech recovery program may not have
good recovery quality for too large tampering area. Not with standing its limitation, this study
does suggest a better advantage.

In summary, we have identified that we will further combine deep learning technology to
research on the basis of the limitations of existing solutions to better solve the problems caused
by the limitations of this solution.

6 Conclusions and future work

In specific application scenario of the encrypted speech retrieval system, the queried speeches
are confronted with some threats, such as privacy leak and speech tampering. In order to solve
these problems, this paper using speech perceptual hashing, an encrypted speech authentica-
tion and tampering recovery method based on perceptual hashing has been presented. Firstly,
the proposed method designed a scrambling encryption algorithm based on Duffing mapping
for solving the privacy and security of speech stored in the cloud; Moreover, a perceptual
hashing algorithm in the encrypted speech is constructed by using the product of uniform sub-
band frequency band variance and spectral entropy. Then, through perceptual hashing verify-
ing the integrity of encrypted speech. Finally, a speech tampering recovery method based on
the least square curve fitting method is proposed for recovering the tampered speech as much
as possible. Theoretical analysis and experiments show that the proposed encryption algorithm
has better encryption performance, and can directly extract the perceptual hashing sequence
(authentication digest) from the encrypted speech. And the designed perceptual hashing
algorithm has better discrimination and robustness, high authentication efficiency, and good
abstractness. In addition, the proposed method can precisely locate the tampered area when the
encrypted speech is implemented two kinds of malicious tampering and replacement, and it
can recover the tampered samples with high quality by the least square curve fitting method. In
short, the proposed method is suitable for speech privacy protection, efficient integrity
authentication and tampering recovery in the cloud environment.

As future work, the scheme plan to enhance the robustness of encrypted speech authenti-
cation based on perceptual hashing, and research on tampering location and recovery for
malicious attacks, such as speech insertion and deletion.
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