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A variety of electric components can be used to bridge connection to the nonlinear

circuits, and continuous pumping and consumption of energy are critical for voltage

balance between the output end. The realization and stability of synchronization are
mainly dependent on the physical properties of coupling channel, which can be built

by using different electric components such as resistor, capacitor, induction coil and

even memristor. In this paper, a memristive nonlinear circuit developed from Chua
circuit is presented for investigation of synchronization, and capacitor, induction coil

are jointed with resistor for building artificial synapse which connects one output of two
identical memristive circuits. The capacitance and inductance of the coupling channel

are carefully adjusted with slight step increase to estimate the threshold of coupling

intensity supporting complete synchronization. As a result, the saturation gain method
applied to realize the synchronization between chaotic circuits and physical mechanism

is presented.

Keywords: Memristor; synchronization; adaptive control; scale transformation; field
coupling.

PACS number: 05.45.-a

1. Introduction

Chaotic systems present abundant dynamical properties than periodical oscillators,

and the sampled signals can be approached by merging a variety of periodical sig-

nals with appropriate weights. On the other hand, chaotic signals can be tamed

to produce certain periodical signals by applying effective schemes on the chaotic

‡Corresponding author.
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systems.1–3 It is believed that chaotic systems can be used for secure communication

and image encryption.4–6 As is well-known, the occurrence of chaos mainly depends

on the nonlinearity and parameters region, which can be estimated by bifurcation

analysis and calculating the Lyapunov exponent spectrum in numerical way. With

respect to chaos control, most of the researchers claimed that chaos and hyper-

chaos can be suppressed or stabilized by using many effective schemes only when

the chaotic systems are in controllability. In fact, chaos control seldom means that

chaotic orbits should be regulated and guided for complete regularity. In fact, it is

very important to explore and estimate the emergence of mixed modes and multi-

ple modes in oscillation of nonlinear systems by applying periodical stimulus and

parameters exciting7–10 and the dynamical mechanism can be known by using the

standard bifurcation analysis.11–14

Spatiotemporal systems, such as complex network, often contain a group of

nodes and agents, which the local kinetics can often be described by maps and

nonlinear oscillators. Due to self-organization and mutual coupling, the network

often presents regular spatial patterns15–18 or synchronous states19–22 by selecting

appropriate control conditions such as coupling intensity, time delay and topo-

logy connection.23,24 On the other hand, local pacing25,26 and heterogeneity27,28

can generate continuous pulse and wave fronts and then the collective behaviors

are regulated. Mutual coupling is important for building network with symmetri-

cal network while unidirectional coupling is often used to connect a forward net-

work29,30 that reversed signal propagation is blocked. In particular, noise can be

imposed on some memristive oscillators and synchronization can be stabilized even

when no direct variable coupling is activated,31 the potential mechanism could be

noise stimulus which can enhance its initial dependence and two oscillators which

can reach synchronization under coherence. In fact, variable coupling between the

nonlinear oscillators results from the voltage coupling via resistor by applying the

standard-scale transformation on physical variables.32 For neurons and neural net-

work, gap junction coupling33–35 often explains the variable coupling as potentials

coupling via electric synapse. However, some computational neuroscientists argue

that chemical synapse coupling36–38 could be the main bridge for connecting neu-

rons and encoding signals. From the physical viewpoint,39 electromagnetic field is

built and field coupling is activated to propagate energy between neurons during

the activation of chemical synapse by releasing neurotransmitter and calcium from

the neurons.

Nonlinear oscillators provide feasible examples for synchronization approach by

using Lyapunov stability theory and bifurcation analysis. On the other hand, nonlin-

ear circuits present reliable experimental platform for estimating the controllability

of synchronization realization. Joule heat effect should be considered when resis-

tor is used to enable voltage coupling between chaotic circuits. Indeed, capacitive

coupling generates time-varying electric field in the coupling capacitor,40–42 which

can pump energy from the two connected circuits, and appropriate capacitance
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enables the balance between output voltage for reaching final synchronization. On

other hand, inductive coupling induces time-varying magnetic field in the cou-

pling induction coil,43–46 which also is effective to pump energy from the circuits,

and appropriate inductance for the coupling coil can balance the energy flow for

reaching complete synchronization. One important question rises, what is the most

suitable threshold for the coupling intensity and parameters value for the cou-

pling components? From dynamical view, the coupled circuits can be mapped into

dimensionless dynamical systems by applying scale transformation, and bifurca-

tion analysis or stability analysis can be used to estimate the threshold for syn-

chronization approach. However, when some of the parameters are unknown, this

scheme becomes difficult because stability analysis requires exact knowing for the

parameters.

The involvement of memristor47–50 enhances the dynamics complexity in non-

linear circuits because mode transition can be induced by resetting initial value for

the memristive variable such as magnetic flux even when all the parameters are

fixed. Furthermore, memristor can also be effective to synchronize chaotic circuits

and neurons.51–53 In particular, the synchronization stability is also dependent on

the initial setting for the memristive dynamical systems.54–57 In this paper, linear

resistor is connected with capacitor (and induction coil) to build a hybrid synapse

for coupling the same output end of two identical memristive circuits developed

from the Chua circuit. The capacitance (and inductance) of the coupling channel

is carefully increased with constant step until complete synchronization is reached,

and a Heaviside function is used to switch off the increase of coupling intensity. The

coupling channel is built by connecting resistor and capacitor (and induction coil)

in series (and/or in parallel), it is found that this kind of saturation gain method

is effective to realize the complete synchronization between chaotic circuits when

the coupling intensity is increased with step function before reaching the upper

threshold.

2. Model and Scheme

Chua circuit58–60 is the simplest nonlinear circuit, which the main electric compo-

nents are two capacitors, one induction coil and one nonlinear diode. Memristor is

a reliable electric component and its memductance is dependent on the magnetic

flux or charges across it. In fact, the involvement of memristor in the nonlinear

circuit just introduces time-varying but variable-dependent parameter, as a result,

the dynamics of memristive system is dependent on the initial value and slight shift

in the memristive variable will trigger distinct mode transition in oscillation even

all the parameters are fixed. In this paper, a memristor and one negative resistor

are used to replace the Chua diode in the original Chua circuit, and a constant

voltage source is supplied to activate one branch of this new memristive circuit,

which is presented in Fig. 1.
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Fig. 1. Memristive Chua circuit. M is a magnetic flux-controlled memristor, −R1 is negative
resistor, C1, C2 are capacitors, L is induction coil, R2, R3 are resistors and V0 is constant voltage

source. The memductance of memristor is estimated by W (ϕ) = α + 3βϕ2, α, β are intrinsic

parameters of the memristor, ϕ is magnetic flux.

According to the physical Kirchhoff’s law, the circuit equations for Fig. 1 can

be obtained by 

C1
dV1
dt

=
V2 − V1
R2

+
V1
R1
−W (ϕ)V1,

C2
dV2
dt

= iL −
V2 − V1
R2

− V2 − V0
R3

,

L
diL
dt

= −V2,

dφ

dt
= V1,

(1)

where V1, V2, iL represent the output voltage from the capacitors C1, C2, and

current across the induction coil L, respectively. For further nonlinear analysis,

scale transformation is applied on the physical variables as follows:
x =

V1
V0
, y =

V2
V0
, z =

iLR2

V0
, ω =

ϕ

V0R2C2
, α′ = αR2, β

′ = 3βV 2
0 C

2
2R

3
2,

a =
C2(R2 −R1)

C1R1
, b =

C2

C1
, c =

R2

R3
, d =

C2R
2
2

L
, τ =

t

C2R2
.

(2)

In addition, the dimensionless memristive system is estimated by
ẋ = ax+ b[y − (α′ + β′ω2)x],

ẏ = x− y + z − c(y − 1),

ż = −dy,
ω̇ = x.

(3)

As is well-known, the capacitance of capacitor can be adjusted and enhanced

when the dielectric medium is injected into the capacitor. Also, the inductance of the
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Fig. 2. Adjustment of capacitance of coupling capacitor (a) and inductance of induction coil and

(b) for the coupling channel by pumping in (or out) the dielectric media and magnetic media of
the coupling devices.

inductor can be modulated by injecting magnetic medium into the induction coil.

Here, we suggest that the coupling capacitor and induction coil can be adjusted for

selecting different capacitance and inductance values, and the experimental practice

is shown in Fig. 2.

That is, the coupling capacitor, coupling induction coil can select time-varying

capacitance C(t), Lx(t), respectively.

The time-varying and controllable capacitor and induction coil are used to con-

nect one resistor R for building hybrid synapse for the coupling channel. There are

four cases to be considered, the resistor connects the capacitor in series (case 1),

resistor and capacitor are connected in parallel (case 2), the resistor connects the

induction coil in series (case 3) and the resistor bridges the induction coil in parallel

(case 4).

First, we consider the first case that the coupling channel is built by connecting

the resistor with capacitor in series, and the circuit is plotted in Fig. 3.

Fig. 3. Two memristive circuits are coupled by hybrid synapse, which is made of resistor R and

controllable capacitor C(t) in series. The time-varying current across the single coupling channel

can be estimated by i = Cd[V ′2 − (V2 + iR)]/dt.
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By applying the physical Kirchhoff’s law, the coupled circuit can be estimated

by the circuit equations as follows:

C1
dV1
dt

=
V2 − V1
R2

+
V1
R1
−W (ϕ)V1,

C2
dV2
dt

= iL −
V2 − V1
R2

− V2 − V0
R3

+ i,

L
diL
dt

= −V2,

dϕ

dt
= V1,

C ′1
dV ′1
dt

=
V ′2 − V ′1
R2

+
V ′1
R1
−W (ϕ′)V ′1 ,

C ′2
dV ′2
dt

= i′L −
V ′2 − V ′1
R2

− V ′2 − V ′0
R3

− i,

L′
di′L
dt

= −V ′2 ,

dϕ′

dt
= V ′1 ,

CR
di

dt
= C

d(V ′2 − V2)

dt
− i.

(4)

Furthermore, the same scale transformation is applied on the variables for the

coupled circuits. For simplicity, the two memristive circuits select the same electric

components and parameters. C1 = C ′1, C2 = C ′2, L = L′, V0 = V ′0 , and the output

variables for C1, C2, L are, respectively, mapped into x1, y1, z1, while x2, y2, z2
are used to represent the output variable for C ′1, C ′2, L′. Also, the feedback gains

and channel current are replaced by

ξ =
iR2

V0
, kR =

R2

R
, kC =

2C + C2

C
. (5)

In practical way, the capacitance of the coupling capacitor is adjusted by a

linear step function, which can be approached with integer calculation (algorithm)

as follows:

C(t) = C0 + µ0 int(t/T0)H(|V2 − V ′2 | − ε), (6)

where H(Θ) is the standard Heaviside function, e.g., H(Θ) = 1 at Θ > 0 and

H(Θ) = 0 at Θ < 0. ε is an infinitesimal value about 10−5. Int(∗) means inte-

ger calculation, t is time and T0 is step period. For example, with an increase

period T0, the capacitance will show an increase with µ0. C0 is the beginning
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value for the coupling capacitor. That is, after a step period T0, the coupling

capacitor increases its capacitance with ∆C = µ0. When complete synchroniza-

tion is approached, the coupling capacitor will fix the capacitance and the cou-

pling channel is closed rapidly, as a result, the threshold for coupling intensity is

detected.

In addition, the coupled circuits can be rewritten by the dimensionless dynam-

ical systems as follows:

ẋ1 = ax1 + b[y1 − (1 + w2
1)x1],

ẏ1 = x1 − y1 + z1 − c(y1 − 1) + ξ,

ż1 = −dy1,

ω̇1 = x1,

ẋ2 = ax2 + b[y2 − (1 + w2
2)x2],

ẏ2 = x2 − y2 + z2 − c(y2 − 1)− ξ,

ż2 = −dy2,

ω̇2 = x2,

ξ̇ = kR[x2 − x1 + (y1 − y2)(1 + c) + z2 − z1 − kCξ].

(7)

In fact, the coupled memrisitve circuits can present different forms when the

coupling channel is connected to different output end, and the current across the

coupling channel is also mapped to dimensionless term to adjust the corresponding

variable of the dynamical systems. It is interesting to consider the second case that

the resistor connects with the capacitor in series for opening the coupling channel,

and the circuit is plotted in Fig. 4.

Fig. 4. Two memristive circuits are coupled by hybrid synapse, which is made of resistor R and

controllable capacitor C(t) in parallel. The time-varying current across the single coupling channel
can be estimated by i = Cd(V ′2 − V2)/dt+ (V ′2 − V2)/R.
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According to the physical Kirchhoff’s law for the coupled circuits shown in

Fig. 4, the circuit equations can be obtained by

C1
dV1
dt

=
V2 − V1
R2

+
V1
R1
−W (ϕ)V1,

C2
dV2
dt

= iL −
V2 − V1
R2

− V2 − V0
R3

+

[
V ′2 − V2
R

+ C
d(V ′2 − V2)

dt

]
,

L
diL
dt

= −V2,

dϕ

dt
= V1,

C ′1
dV ′1
dt

=
V ′2 − V ′1
R2

+
V ′1
R1
−W (ϕ′)V ′1 ,

C ′2
dV ′2
dt

= i′L −
V ′2 − V ′1
R2

− V ′2 − V ′′0
R3

−
[
V ′2 − V2
R

+ C
d(V ′2 − V2)

dt

]
,

L
di′L
dt

= −V ′2 ,

dϕ′

dt
= V ′1 .

(8)

The capacitance of the coupling capacitor is adjusted with the same step in

Eq. (6) and the same parameters are selected to couple two identical memristive

circuits. By applying the similar scale transformation, the coupled dynamical sys-

tems are estimated by

ẋ1 = αx1 + b[y1 − (α′ + β′w2
1)x1],

ẏ1 = [x1 − y1 + z1 − c(y1 − 1) + kR(y2 − y1)] +
1

kC
{[x2 − y2 + z2 − c(y2 − 1)

− kR(y2 − y1)]− [x1 − y1 + z1 − c(y1 − 1) + kR(y2 − y1)]},
ż1 = −dy1,
ω̇1 = x1,

ẋ2 = ax2 + b[y2 − (α′ + β′w2
2)x2],

ẏ2 = [x2 − y2 + z2 − c(y2 − 1)− kR(y2 − y1)] +
1

kC
{[x1 − y1 + z1 − c(y1 − 1)

+ kR(y2 − y1)]− [x2 − y2 + z2 − c(y2 − 1)− kR(y2 − y1)]},
ż2 = −dy2,
ω̇2 = x,

(9)

where the gains in Eq. (9) are calculated with the same definition in Eq. (5), as a

result, the coupling intensity kC can be tamed to find the threshold for synchroniza-

tion. According to the criterion in Eqs. (6), the coupling gain kC for the coupled

dynamical systems in Eqs. (7)–(9) can also be adjusted with similar step function,

where the capacitance is increased with constant step value in each interval period.
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Fig. 5. Two memristive circuits are coupled by hybrid synapse, which is made of resistor R and

controllable induction coil Lx(t) in series. The time-varying current across the single coupling
channel can be estimated by the requirement Lxdi/dt = V ′2 − V2 − iR.

As mentioned above, induction coil is also effective to pump energy from the

coupled nonlinear circuits, and thus the output voltage can be balanced for reaching

complete or partial synchronization. In Fig. 5, the same resistor is connected to an

induction coil in series, and the coupling channel is built for synchronization control.

By the way, the circuit equations for Fig. 5 can be approached to estimate the

dependence and relation on the output variable as follows:

C1
dV1
dt

=
V2 − V1
R2

+
V1
R1
−W (φ)V1,

C2
dV2
dt

= iL −
V2 − V1
R2

− V2 − V0
R3

+ i,

L
diL
dt

= −V2,

dφ

dt
= V1,

C ′1
dV ′1
dt

=
V ′2 − V ′1
R2

+
V ′1
R1
−W (φ′)V ′1 ,

C ′2
dV ′2
dt

= i′L −
V ′2 − V ′1
R′2

− V ′2 − V ′0
R′3

− i,

L′
di′L
dt

= −V ′2 ,

dφ′

dt
= V ′1 ,

Lx
di

dt
= V ′2 − V2 − iR.

(10)

By applying the similar scale transformation on the physical variables and pa-

rameters, dimensionless dynamical equations can be mapped from the coupled cir-

cuit equations. The induction current and feedback gains can be estimated by

δ =
iR2

V0
, kR =

R2

R
, kL =

C2R
2
2

Lx
. (11)
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In experimental viewpoint, the inductance of the coupling induction coil can

also be adjusted with step increase as follows:

Lx(t) = L0 + µ0 int(t/T0)H(|V2 − V ′2 | − ε). (12)

As a result, the coupled circuits can be rewritten by the dimensionless dynamical

equations as follows: 

ẋ1 = ax1 + b[y1 − (α′ + β′w2
1)x1],

ẏ1 = x1 − y1 + z1 − c(y1 − 1) + δ,

ż1 = −dy1,
ω̇1 = x1,

ẋ2 = ax2 + b[y2 − (α′ + β′w2
2)x2],

ẏ2 = x2 − y2 + z2 − c(y2 − 1)− δ,
ż2 = −dy2,
ω̇2 = x2,

δ̇ = kL

(
y2 − y1 −

1

kR
δ

)
.

(13)

From dynamical viewpoint, the coupling and feedback gains kL, kR can be mod-

ulated to detect the region for reaching complete and/or phase synchronization. In

addition, we also consider the case when the coupling channel is built by connecting

the induction coil and resistor in parallel, and the circuits are plotted in Fig. 6.

From Fig. 6, the coupled circuits can be described by

C1
dV1
dt

=
V2 − V1
R2

+
V1
R1
−W (φ)V1,

C2
dV2
dt

= iL −
V2 − V1
R2

− V2 − V0
R3

+

(
V ′2 − V2
R

+ i

)
,

L
diL
dt

= −V2,

dφ

dt
= V1,

C ′1
dV ′1
dt

=
V ′2 − V ′1
R2

+
V ′1
R1
−W (φ′)V ′1 ,

C ′2
dV ′2
dt

= i′L −
V ′2 − V ′1
R′2

− V ′2 − V ′0
R′3

−
(
V ′2 − V2
R

+ i

)
,

L′
di′L
dt

= −V ′2 ,

dφ′

dt
= V ′1 ,

Lx
di

dt
= V ′2 − V2.

(14)
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Fig. 6. Two memristive circuits are coupled by hybrid synapse, which is made of resistor R and

controllable induction coil Lx(t) in parallel. The time-varying current across the single coupling
channel can be estimated by the requirement Lxdi/dt = V ′2 − V2 − iR.

For further dynamical analysis and estimating synchronization stability, the

same scale transformation on variables and parameters are applied, and the dimen-

sionless dynamical systems are obtained by

ẋ1 = ax1 + b[y1 − (α′ + β′w2
1)x1],

ẏ1 = x1 − y1 + z1 − c(y1 − 1) + [kR(y2 − y1) + δ],

ż1 = −dy1,
ω̇1 = x1,

ẋ2 = ax2 + b[y2 − (α′ + β′w2
2)x2],

ẏ2 = x2 − y2 + z2 − c(y2 − 1)− [kR(y2 − y1) + δ],

ż2 = −dy2,
ω̇2 = x2,

δ̇ = kL(y2 − y1).

(15)

In generic way, the error function is calculated to judge the synchronization

stability when all the output variables are available.

θ(ex, ey, ez, ew) =
√

(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2 + (w1 − w2)2. (16)

In fact, when memristor is involved into the nonlinear circuit, its dynamics

is much dependent on the initial setting for magnetic flux variable and the syn-

chronization transition can be induced when slight difference is generated for the

memristive variable. The dynamical mechanism is that slight diversity in the ini-

tial value for memeristive variable just induces mismatch in nonlinear parameter.

Therefore, the two memristive circuits become nonidentical even when other con-

stant parameters are the same; as a result, phase synchronization can be stabilized

by modulating the coupling gain. The phase series can be calculated by applying

the Hilbert transformation on the sampled time series for some output variables,

2050074-11

In
t. 

J.
 M

od
. P

hy
s.

 B
 2

02
0.

34
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 C

H
IN

E
SE

 A
C

A
D

E
M

Y
 O

F 
SC

IE
N

C
E

S 
on

 0
6/

02
/2

2.
 R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



April 23, 2020 18:1 IJMPB S0217979220500745 page 12

S. Ma et al.

e.g., the output voltage. 
x̂(t) = − 1

π
PV

∫ ∞
−∞

x(τ)

t− τ
dτ,

x̂′(t) = − 1

π
PV

∫ ∞
−∞

x′(τ)

t− τ
dτ,

(17)

where PV denotes the principal value of the integral. In addition, the error for phase

series is estimated by

∆φ = φ(t)− φ′(t) = arctan
x̂(t)

x(t)
− arctan

x̂′(t)

x′(t)
. (18)

3. Results and Discussion

In this section, the fourth-order Runge–Kutta algorithm is applied to find solutions

for the dynamical equations with time step h = 0.05. The transient period for

calculation is about 5000 time units, initial values for the two memristive systems

are selected with (0.1, 0.1, 0.1, 0.1, 0.1, 0.3, 0.1, 0.1). The parameters are fixed at

a = −12.22, b = 10, c = 0.1, d = 14.286, for simplicity, α′ = 1, β′ = 1. In estimating

the phase series, the time interval 0.5 is used to pick data from the sampled time

series for the output variable. At first, we consider the case that the hybrid synapse

is made of resistor connecting the capacitor in series, and the results are shown in

Fig. 7.

It is found that the capacitance of the coupling capacitor is increased with

constant step, and the two chaotic memristive systems reach intermittent phase

Fig. 7. (Color online) Synchronization approach by using saturation gain method. (a) Increasing

the capacitance of coupling capacitor with step function; (b) regulation of the coupling gain; (c)
sampled time series for variable x1 and (d) evolution of phase error under field coupling. kR = 0.52,

µ0 = 0.1, and the coupling devices are connected in series.
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Fig. 8. (Color online) Synchronization approach by using saturation gain method. (a) Sampled

time series for variable x1 and evolution for phase error, kR = 0.41, µ0 = 0.0045 and (b) sampled
time series for variable x1 and evolution for phase error, kR = 0.52, µ0 = 0.002. The coupling

devices are connected in parallel.

synchronization. By further increasing the intensity of voltage coupling via the re-

sistor in the coupling channel, the transient period for reaching phase synchroniza-

tion can be shorten greatly. Furthermore, it is interesting to discuss the case when

the coupling channel is built by connecting the resistor and capacitor in parallel,

and the results are shown in Fig. 8.

That is, with the increase of capacitance of the coupling capacitor, the two

chaotic memristive systems show stable phase lock which is dependent on the in-

tensity of voltage coupling kR and step increase of the capacitance for the coupling

capacitor. Extensive numerical investigations are carried out when the step increase

for capacitance and coupling resistor is selected with another group of values, and

the results are plotted in Fig. 9.

With further increase of the intensity of voltage coupling kR and selecting larger

step increase for the capacitance (µ0), chaos in the two memristive systems is sup-

pressed to present phase lock in periodical oscillators. Furthermore, the coupling

resistor and capacitor are carefully adjusted to find phase synchronization, and the

results are shown in Fig. 10.

As is well-known, nonlinear circuits can be tamed to produce spiking, burst-

ing series and thus neural circuits are applied to simulate the neural activities. In

Fig. 11, the output voltage and phase error are calculated by setting appropriate

values for the coupling devices.

That is, the memristive systems are tamed to show spiking in the output voltage

and phase lock occurs when the intensity for voltage coupling is selected with smaller

value. On the other hand, the same scheme and algorithm is applied to discuss the

case when the resistor is connected to the induction coil in series (and in parallel),

respectively.

2050074-13

In
t. 

J.
 M

od
. P

hy
s.

 B
 2

02
0.

34
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 C

H
IN

E
SE

 A
C

A
D

E
M

Y
 O

F 
SC

IE
N

C
E

S 
on

 0
6/

02
/2

2.
 R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



April 23, 2020 18:1 IJMPB S0217979220500745 page 14

S. Ma et al.

Fig. 9. (Color online) Synchronization approach by using saturation gain method. (a) Sampled

time series for variable x1 and evolution for phase error, kR = 0.32, µ0 = 0.05 and (b) sampled
time series for variable x1 and evolution for phase error, kR = 0.33, µ0 = 0.07. The coupling

devices are connected in parallel.

Fig. 10. (Color online) Synchronization approach by using saturation gain method. (a) Increasing
the capacitance of coupling capacitor with step function; (b) regulation of the coupling gain; (c)
sampled time series for variable x1 and (d) evolution of phase error under field coupling. kR = 2.1,

µ0 = 0.002, and the coupling devices are connected in parallel.

It is found that the two memristive systems can reach the phase synchroniza-

tion and the chaos is kept completely when hybrid synapse is used to activate the

magnetic field coupling and voltage coupling synchronously. Furthermore, changing

the intensity for voltage coupling and step increase for the capacitance, phase lock

can be detected in Fig. 13.

That is, the two memristive systems step into transient phase lock and chaos is

kept completely. Then coupling gain is carefully selected to detect phase lock when
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Fig. 11. (Color online) Synchronization approach by using saturation gain method. (a) Sampled

time series for variable x1 and evolution for phase error, kR = 0.1, µ0 = 0.004 and (b) sampled
time series for variable x1 and evolution for phase error, kR = 0.2, µ0 = 0.06. The coupling devices

are connected in parallel.

Fig. 12. (Color online) Synchronization approach by using saturation gain method. (a) Increasing
the capacitance of coupling capacitor with step function; (b) regulation of the coupling gain; (c)
sampled time series for variable x1 and (d) evolution of phase error under field coupling. kR = 0.42,
µ0 = 0.001, and the coupling devices are connected in series.

the memristive systems are tamed to show periodical oscillation, and the results

are shown in Fig. 14.

When higher step increase of inductance for the coupling induction is applied,

chaos in the memristive systems is suppressed for presenting the periodical oscilla-

tion and phase lock is driven for reaching the phase synchronization. Furthermore,

the coupling channel is activated to discuss the case that the coupling devices are

connected in parallel, and the results are shown in Figs. 15 and 16.
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Fig. 13. (Color online) Synchronization approach by using saturation gain method. (a) Sampled

time series for variable x1 and evolution for phase error, kR = 0.36, µ0 = 0.001 and (b) sampled
time series for variable x1, and evolution for phase error, kR = 0.4, µ0 = 0.002. The coupling

devices are connected in series.

Fig. 14. (Color online) Synchronization approach by using saturation gain method. (a) Sampled

time series for variable x1 and evolution for phase error, kR = 0.32, µ0 = 0.002; (b) sampled time
series for variable x1, and evolution for phase error, kR = 0.36, µ0 = 0.003 and (c) sampled time

series for variable x1, and evolution for phase error, kR = 0.42, µ0 = 0.004. The coupling devices
are connected in series.
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Fig. 15. (Color online) Synchronization approach by using saturation gain method. (a) Sampled

time series for variable x1 and evolution for phase error, kR = 0.1, µ0 = 0.002 and (b) sampled
time series for variable x1, and evolution for phase error, kR = 0.52, µ0 = 0.02. The coupling

devices are connected in parallel.

Fig. 16. (Color online) Synchronization approach by using saturation gain method. (a) Sampled
time series for variable x1 and evolution for phase error, kR = 0.32, µ0 = 0.05 and (b) sampled

time series for variable x1, and evolution for phase error, kR = 0.33, µ0 = 0.07. The coupling

devices are connected in parallel.

From Fig. 15, it demonstrates that intermittent phase lock occurs and the phase

error shows distinct step increase when the coupling induction coil is adjusted with

the inductance in time. However, the chaos in the coupled memristive systems keeps

active even larger coupling intensity is applied. It is interesting to verify whether

the chaos in the memristive systems can be suppressed for generating periodical

oscillation under phase synchronization, and the results are shown in Fig. 16.
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It is confirmed in Fig. 16 that the memristive systems show distinct transition

from chaotic oscillation to periodical oscillation, and phase lock is stabilized when

the coupling channel is activated. A faster increase of inductance of the coupling

induction coil with higher constant step µ0 can enhance the changes of magnetic

flux across the coupling induction coil, and thus energy pumping is regulated to

balance the output voltage from the two coupled memristive systems.

Bidirectional coupling provides on effective bridge connection to neurons and

nonlinear circuits for feasible signal exchange. When the parameters and nonlinear-

ity are known aforehand, nonlinear analysis can be applied to estimate and select

the most appropriate coupling intensity for stabilizing synchronization. In fact, by

increasing the coupling intensity with step function, which is called as saturation

gain method by adjusting the physical parameter values (capacitance, resistance

and inductance) in experimental way, the threshold for coupling synchronization

can be detected exactly even when the parameters are unknown. For neurons, this

self-adjusting of synapse connection means the activation of synaptic plasticity.

In a summary, resistor, capacitor and induction coil are effective electronic com-

ponents to bridge connection to nonlinear circuits, and thus coupling channels are

built. The involvement of resistor in the coupling channel can introduce energy

modulation by consuming Joule heat and thus the output voltage can be balanced

for reaching possible synchronization. When capacitor is used to connect the out-

put end of nonlinear circuits, time-varying electric field is induced and field energy

is saved by pumping energy from the nonlinear circuits because the output end

can charge the plates of the coupling capacitor. On the other hand, time-varying

magnetic field is generated in the coupling capacitor which pumps the energy from

the coupled circuits. As a result, the energy flow across the coupling channel is in-

jected into the coupling induction coil and induction electromotive force is induced

to balance the output voltage for possible synchronization approach. When two

different kinds of coupling devices are connected in series, a single coupling channel

is built to propagate the same channel current. However, these coupling devices

build more than two coupling channels and the channel current is dependent on the

contribution from each branch channel.

Confirmed by our scheme, the capacitance of coupling capacitor, inductance of

coupling induction coil can be carefully increased with constant step value until the

target synchronization is reached. In this way, it seldom needs to know the exact

parameters region of the coupled circuits while synchronization approach can be

reached.

4. Conclusions

In this paper, resistor, capacitor and induction coil are used to design the artificial

hybrid synapses for connecting the memristive circuits, which can be mapped into

dimensionless dynamical systems by applying scale transformation on the physi-

cal variables and parameters. Considering the self-adaption and synaptic plasticity
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of biological neurons, we suggest that the parameters for the coupling devices in

the coupling channels can be modulated with self-regulating and thus the coupling

intensity can be carefully increased with constant step until synchronization is fi-

nalized completely. In this way, this scheme confirms its effectiveness even when

the parameters of the memristive systems are unknown. By selecting different step

increase and periods, the coupled systems can present distinct transition from chaos

to periodicity, also, periodical oscillation can be enhanced to induce chaotic syn-

chronization.
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