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Essential protein plays a crucial role in the process of cell life. The identification of

essential proteins not only promotes the development of drug target technology, but

also contributes to the mechanism of biological evolution. There are plenty of scholars
who pay attention to discover essential proteins according to the topological structure

of protein network and biological information. The accuracy of protein recognition still

demands to be improved. In this paper, we propose a method which integrates the
clustering coefficient in protein complexes and topological properties to determine the

essentiality of proteins. First, we give the definition of In-clustering coefficient (IC) to

describe the properties of protein complexes. Then we propose a new method, complex
edge and node clustering (CENC) coefficient, to identify essential proteins. Different

Protein–Protein Interaction (PPI) networks of Saccharomyces cerevisiae, MIPS and DIP
are used as experimental materials. Through some experiments of logistic regression

model, the results show that the method of CENC can promote the ability of recognizing

essential proteins by comparing with the existing methods DC, BC, EC, SC, LAC, NC
and the recent UC method.

Keywords: Protein interaction network; essential protein; protein complex; assessment

method.

PACS number: 87.14.Ee

1. Introduction

Protein is a crucial component of all cells and organizations. It is considered as

essential proteins as the proteins are necessary to maintain the life of the organism.

Not only can essential proteins promote the development of drug target technology,

but also help in the study of biological evolution mechanism.1 Removing the essen-

tial proteins can lead to cell death or its inability to replicate and reproduce.2

∗Corresponding author.

2050090-1

In
t. 

J.
 M

od
. P

hy
s.

 B
 2

02
0.

34
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 C

H
IN

E
SE

 A
C

A
D

E
M

Y
 O

F 
SC

IE
N

C
E

S 
on

 0
6/

01
/2

2.
 R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.

https://dx.doi.org/10.1142/S0217979220500903
mailto:lupengli88@163.com
mailto:yujingjuanmercy@163.com


April 29, 2020 13:29 IJMPB S0217979220500903 page 2

P. Lu & J. Yu

The recognition and protection of essential proteins are the basis of drug

development, which provide valuable theories and methods for the diagnosis of

diseases, drug design, etc.3

In biology, the identification methods of essential proteins mainly rely on biolog-

ical experiments, such as conditional knockouts,4 RNA interference5 and single gene

knockouts,6 coupled with the survival ability of infected organisms being tested.

These biological experimental results are clear and effective, but consume large

amounts of time, costs and resources. With the improvement of prior technology,

several protein–protein interaction (PPI) networks are generated.7,8 Nowadays, it

has been a crucial research direction in the field of bioinformatics for predicting es-

sential proteins from a large number of biological experiments by using the theory

of technology from PPI networks. The methods for identifying essential proteins

can be divided into several categories.

Based on the centrality–lethality rule which was put forward by Jeong et al., the

essentiality of proteins is associated with the topological structure in PPI networks.9

Thus, a large number of scholars have proposed many indicators based on topologi-

cal centrality.12,16 Some of them considered the topology of nodes in networks, such

as degree centrality (DC) which considers the connection nodes,12,17,18 betweenness

centrality (BC) which considers the global characteristic,13,45 subgraph centrality

(SC),19 local average centrality (LAC),20 eigenvector centrality (EC),21 informa-

tion centrality (IC)27 and closeness centrality (CC),15 and topology potential-based

method (TP).42 Some of them considered the topology of edges in networks, includ-

ing edge clustering coefficient (ECC),23 improved node and edge clustering (INEC)

coefficient,43 integrated edge weights (IECs)24 and network centrality (NC).25

CytoNCA, an app of Cytoscape for analyzing the centrality methods, have been a

valuable tool to identify the essentiality of proteins.26

With the increase of high-throughput biological data, scholars have tried to com-

bine with biology information to improve the accuracy of identifying essential pro-

teins. Considering the functional annotations of genes, a weighted protein–protein

network is constructed, by combining ECCs with gene expression data correlation

coefficients, a method of PeC is proposed.32 There is an esPOS method that uses

the information of gene expression and subcellular localization.29 SPP method is

based on sub-network division and sequencing by integrating subcellular position-

ing.14 Extended pareto optimality consensus (EPOC) model mixes neighborhood

CC and orthology information together.28 Go terms information is also used to

predict essential proteins such as RSG method.33

There are some studies which recognize essential proteins from the perspective

of complexes and functional modules. Hart et al. found that the essentiality is an

attribute of the protein complex and the protein complexes often determine the

essential proteins.30 Li et al. proved that the frequency of the essential protein that

occurs in the complex is higher than in the whole network.29,47 Luo et al. proposed

a method of (LIDC) combining the local interaction density and protein complexes

for predicting essential proteins.44 Li et al. proposed united complex centrality (UC)
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which takes into account the frequency of protein appeared in the complex and edge

properties.31

In this paper, considering the protein complexes information and topological

properties, a new method of complex edge and node clustering (CENC) coefficient

is proposed to identify essential proteins. To assess the quality of CENC method,

different datasets of Saccharomyes cerevisiae, MIPS and DIP are applied. By the

comparison of seven existing methods, containing DC, BC, EC, SC, LAC, NC

and UC, the experimental results show that our method can be more effective

in determining the essentiality of proteins than the existing measures.

2. New Centrality: CENC

An undirected simple graph G(V,E) can be used to express a network of protein

interaction. Proteins can be regarded as node set V of a network and the con-

nections between two proteins can be regarded as edge set E. In this study, we

present a new method of CENC coefficient to judge the essentiality of proteins by

combining the features of protein complex and topology of nodes and edges. The

basic considerations of CENC are as follows: (1) the essential proteins that appear

in complexes can have more frequency and (2) both the topology of node and edge

are important factors to affect the essentiality of proteins.

First, we present a classical method of clustering coefficient (C).22

C(v) =
2Ev

kv(kv − 1)
, (2.1)

where Ev is the actual number of edges shared with local neighbors of node v, kv
is the degree of the node v.

Then a clustering coefficient of a node to an edge was generalized by Radicchi

et al.23 The ECC is defined as23

ECCv,u =
zv,u

min(kv − 1, ku − 1)
, (2.2)

where zv,u is the number of triangles that includes the edge e(v, u) in network.

kv and ku are the degrees of node u and node v, respectively.

Based on the numbers of connection edges for a node and the clustering coeffi-

cient of each edge, the sum of ECCs NC is proposed25 as

NC(v) =
∑
u∈Nv

ECC(v, u), (2.3)

where Nv denotes the set of all neighbors of node v.

Furthermore, we propose a new definition In-clustering coefficient (IC) which

combines the feature in complexes.

IC(v) =
∑

i∈ComplexSet(v)

C(v)i. (2.4)
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A subset of protein complexes that contains protein v can be represented as

ComplexSet(v), the value of C(v) for the ith protein complex which belongs to

ComplexSet(v) can be represented as C(v)i.

Now, based on the above-described definition, we propose our new method

CENC coefficient for estimating the essentiality of proteins as follows:

CENC(v) = a ∗ IC(v)

ICmax
+ b ∗ NC(v)

NCmax
+ c ∗ C(v)

Cmax
, (2.5)

where a, b, c are random factors ranging from 1 to 10. Under the amounts of

experiments, we can get the best result of the method CENC when a, b and c are

10, 1 and 1, respectively.

3. Experimental Data and Assessment Methods

3.1. Experimental data

The experiment data are conducted from Saccharomyes cerevisiae, whose proteins

are more complete. Two sets of PPI network data, namely MIPS35 and DIP34 are

used. In the protein network, all self-interactions and repetitive interactions are

deleted as a data preprocessing of these PPIs. Specific properties for these two

networks are presented in Table 1. The MIPS network includes 4546 proteins and

12,319 interactions, whose clustering coefficient is about 0.0879. In the DIP network,

there are 5093 proteins and 24,743 interactions, whose clustering coefficient is about

0.0973. The known essential proteins are derived from four databases: MIPS,46 Sac-

charomyces Genome Database (SGD),41 Saccharomyces Genome Deletion Project

SGDP4 and Database of Essential Genes (DEG).35 The protein complex set is

from CM270,46 CM425,37 CYC408 and CYC428 datasets38,39 which can gain from

Ref. 29, containing 745 protein complexes (including 2167 proteins).

Table 1. Data details of the two protein networks: DIP, MIPS.

Essential Clustering
Dataset Proteins Interactions Average degree proteins coefficient

MIPS 4546 12,319 5.42 1016 0.0879
DIP 5093 24,743 9.72 1167 0.0973

3.2. Assessment methods

According to the values of CENC, proteins are sorted in descending orders. First,

some numbers of top proteins in sequence are selected as predictive essential pro-

teins, then compared with the real essential proteins. This allows us to know the

quantity of true essential proteins. Therefore, the sensitivity (SN), specificity (SP),

F -measure (F ) and accuracy (ACC), positive predictive value (PPV), negative pre-

dictive value (NPV) can be calculated.36,37
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The following are the formulas for calculating these six statistical indicators:

Sensitivity:

SN =
TP

TP + FN
.

Specificity:

SP =
TN

TN + FP
.

Positive predictive value:

PPV =
TP

TP + FP
.

Negative predictive value:

NPV =
TN

TN + FN
.

F -measure:

F =
2 ∗ SN ∗ PPV

SN + PPV
.

Accuracy:

ACC =
TP + TN

P + N
,

where TP stands for the quantity of true essential proteins which is correctly se-

lected as essential proteins. FP is the quantity of nonessential proteins which is

incorrectly selected as essential. TN is the quantity of nonessential proteins which is

correctly selected as nonessential. FN is the quantity of essential proteins which is in-

correctly selected as nonessential. P and N stand for the sum number of essential

and nonessential proteins, respectively.

4. Results

4.1. Comparison with other centrality measures

We follow the principle of “sorting-screening” to evaluate the performance of CENC.

Comparisons of CENC method with other seven previous measures — DC,12

BC,13,45 EC,21 SC,19 LAC,20 NC,25 UC31 — are carried out in the MIPS and

DIP datasets. To be specific, proteins are sorted in descending order on the basis

of their values of CENC and other seven previous measures. Then predictive es-

sential proteins are chosen according to the top 100, 200, 300, 400, 500 and 600

proteins. Finally, by comparing with the known essential proteins, the quantity of

true essential proteins among these predictive essential proteins can be obtained.

The experimental results of these measures are shown in Figs. 1 and 2.

From Fig. 1, the quantity of true essential proteins judged by CENC are 67,

124, 171, 209, 243 and 260 from the top 100 to the top 600, respectively, being

the best among the eight methods in MIPS network. Although the UC method
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Fig. 1. The quantity of true essential proteins determined by CENC and other seven previous

methods from the MIPS network.

Fig. 2. The quantity of true essential proteins determined by CENC and other seven previous

methods from the DIP network.
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has good performance in the yeast PPI network, it is still poor in MIPS network.

Among these seven proposed methods, SC is the lowest indicator of recognition of

essential proteins. Compared to the SC method, our CENC method improves the

rate of 86.56%, 86.29%, 83.04%, 77.03%, 74.49%, 68.46% in the top 100 to top 600,

respectively. When we choose the best performance for each top, the CENC method

can still obtain 53.73%, 52.42%, 51.46%, 46.41%, 38.68% and 30% improvements

in predicting essential proteins.

From Fig. 2, it can be seen that the CENC method performs better than the

existing methods of DC, BC, EC, SC, LAC, NC and UC in DIP network. Compared

with the best result among these seven methods, the true essential proteins deter-

mined by CENC method are increased by 4, 16, 18, 16 and 29 from the top 100 to

the top 600, respectively. Moreover, the quantity of essential proteins is much more

than the previous methods including DC, BC, SC and EC.

4.2. Evaluation of six statistical methods and the precision–recall

curves

The six statistical methods are used to evaluate the indicator of CENC as well

as other seven identification measures, mentioned in Sec. 3.2. Proteins are sorted

from high to low order on the basis of their values of these methods. Then the

top proteins of 20% are taken into account as predictive essential proteins, the

remaining 80% can be considered as candidates for nonessential proteins. On the

two different networks, the comparisons among the values of CENC and other seven

measures are executed as shown in Table 2. For DIP network, these six statistic

values for CENC are higher than other previous measures, which show that CENC

Table 2. Comparing the results of sensitivity (SN), specificity (SP), F -measure
(F ), positive predictive value (PPV), negative predictive value (NPV) and

accuracy (ACC) of CENC and other seven previous algorithms.

Dataset Methods SN SP PPV NPV F-measure ACC

MIPS DC 0.254 0.803 0.291 0.772 0.271 0.671

BC 0.197 0.796 0.278 0.716 0.231 0.629
EC 0.139 0.773 0.163 0.738 0.150 0.620
SC 0.138 0.773 0.162 0.739 0.149 0.620

LAC 0.271 0.812 0.314 0.779 0.291 0.682
NC 0.281 0.814 0.325 0.781 0.302 0.686
UC 0.271 0.812 0.314 0.778 0.291 0.682

CENC 0.317 0.827 0.368 0.792 0.341 0.704

DIP DC 0.353 0.834 0.409 0.80 0.379 0.716

BC 0.308 0.823 0.361 0.785 0.333 0.70
EC 0.323 0.824 0.374 0.789 0.347 0.701
SC 0.316 0.822 0.366 0.787 0.339 0.698

LAC 0.405 0.852 0.472 0.815 0.436 0.743
NC 0.40 0.850 0.463 0.813 0.428 0.739

UC 0.391 0.850 0.458 0.811 0.422 0.737

CENC 0.422 0.858 0.491 0.820 0.454 0.751
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has a better prediction accuracy. For MIPS network, these values of SN, SP, PPV,

NPV, F -measure and ACC determined by CENC are 0.317, 0.827, 0.368, 0.792,

0.341 and 0.704, respectively, being higher than the previously proposed methods

of DC, BC, EC, SC, LAC, NC and UC. These results indicate that CENC method

has a better performance than the existing seven methods.

In addition, the precision–recall curve, a statistical method for evaluating sta-

bility, can be used for CENC method and other previous seven measures which are

defined as follows:

Precision (n) =
TP(n)

TP(n) + FP(n)
,

Recall (n) =
TP(n)

TP(n) + FN(n)
,

where the definitions of TP, FP, FN are depicted in Sec. 3.2. The results are revealed

in Figs. 3 and 4. In DIP network, our method of CENC has a better performance

than the other methods. The same results are shown in MIPS network.

4.3. Validation by the receiver operating characteristic

curve and AUC

The Receiver Operating Characteristic (ROC) is a valuable tool to measure the

imbalance in classification.48 It is used to evaluate the pros and cons of a binary

classifier. Predicting essential proteins can be regarded as a two-classification case.

Their definitions are as follows:

TPR(n) =
TP(n)

TP(n) + FN(n)
,

Fig. 3. (Color online) Precision and recall curves of CENC and other seven methods for MIPS

network.
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Fig. 4. (Color online) Precision and recall curves of CENC and other seven methods for DIP

network.

FPR(n) =
FP(n)

FP(n) + TN(n)
,

where the meanings of TP, FP, FN and TN are described in Sec. 3.2. As shown in

Figs. 5 and 6, the ROC curve of CENC is slightly higher than that of the other

seven methods, indicating that the method of CENC is more effective.

Fig. 5. (Color online) ROC curves of the CENC and the other seven methods for the MIPS

network.
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Fig. 6. (Color online) ROC curves of the CENC and the other seven methods for the DIP

network.

Table 3. AUC values of CENC and other seven methods in MIPS and DIP

networks.

Methods DC BC EC SC LAC NC UC CENC

MIPS 0.289 0.277 0.225 0.277 0.289 0.289 0.289 0.300
DIP 0.327 0.307 0.312 0.340 0.340 0.339 0.331 0.340

To further reveal the experimental results of the ROC curves, the area under

the ROC curves is used to quantitatively analyze the results, generally called AUC.

The AUC results are shown in Table 3. The values of CENC method are much more

than the previous existing methods.

4.4. Evaluation of jackknife methodology

The jackknife methodology was developed by Holman et al., being an effective

universal prediction method.38 The X-axis represents the quantity of selected pre-

dictive essential proteins after sequencing and the Y -axis represents the quantity

of true essential proteins in the selected proteins. First, according to the predicted

value, proteins are sorted in descending order. Then we choose predictive essential

proteins from top 0 to top 800 in each dataset. Last, the jackknife curve is drawn

based on the accumulated quantity of real essential proteins. From Figs. 7 and 8, we

can see that the prediction efficiency for CENC method is higher than that of other

seven centrality measures on the MIPS and DIP networks. Consequently, the jack-

knife curves reveal that our CENC method is an effective approach for predicting

essential proteins.
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5. Conclusion

Essential proteins are crucial for the survival and normal functioning of all or-

ganisms. Improving the recognition accuracy of essential proteins is a challenging

task. Plenty of scholars devoted themselves to identify essential proteins in terms

of the topological features for the whole network, ignoring the importance of com-

plex and biological information. In this paper, on the basis of the mixed clustering

coefficient for complexes and edge topology, a new CENC method is proposed.

Then two different datasets of MIPS and DIP are applied. The evaluation methods

include “sorting-screening” method, six statistical methods, the precision–recall

curves, ROC curve, AUC and jackknife method. Then we compare CENC with

other seven proposed methods containing DC, BC, EC, SC, LAC, NC and UC by

using these evaluation methods. It is found that our proposed CENC method has

the ability to improve the accuracy in predicting essential proteins.
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