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Abstract
In order to achieve extraction perceptual features from the encryption speech as a search digest
for the content-based encryption speech retrieval, we present a retrieval algorithm of encrypted
speech based on short-term cross-correlation and perceptual hashing in this paper. Firstly, the
study encrypts the speech file and uploads the encrypted speech data to the encryption speech
database in cloud server. Secondly, the sample speech clips are obtained by the cutting
operation from the speech file for scrambling encryption. The perceptual hashing sequence
of the encrypted speech is constructed by extracting the short-term cross-correlation of the
encrypted speech signals as the search digest. These perceptual hashing sequences are
uploaded into the hashing index table of cloud server. Finally, the Hamming distance algorithm
is used for the matching retrieval operation during the search. The experimental results show
that the proposed algorithm of encrypted speech perceptual hashing has a better discrimination,
robustness and compactness, and the perceptual hashing sequences can be extracted directly
from the encrypted sample speech. Meanwhile, the encryption speech signal has high recall
and precision ratios after various content preserving operations. In the whole retrieval process,
the downloading and decrypting operations of speech data are not necessary.
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1 Introduction

With the growing demand for efficient speech storage and retrieval services in cloud server, how to
efficiently find useful information in massive speech data has become a concern and challenging
subject [2, 19]. However, the cloud service provider is not a completely trusted third party [20]. The
speech data uploaded to the cloud servers by users contain plenty of sensitive information, which
might cause many serious problems such as leakage of sensitive information or abuse of personal
privacy. Therefore, the effort made herein is of great significance for the study of the encryption
mechanism of speech data and for search methods regarding mass encryption speech data.

At present, the keywords require accurate matching in a traditional content-based speech
retrieval scheme. In this approach, the number of return results is very small even though the user
access is frequent and the amount of cloud data is large. In many existing encryption retrieval
methods, keywords are constructed as an index after the encrypted operation and are matched
with the encrypted data. These encrypting retrieval methods cannot reflect the perceptual features
of speech data itself. The description of the text information has a greater impact on the accuracy
of a retrieval process. If the encrypted speech data in a cloud storage environment is tremendous,
the acquisition of keywords is very difficult and time consuming. Therefore, matching encrypted
keywords to realize the encrypted speech retrieval is not of very strong practicality [5].

At present, many works correlated with content-based multimedia retrieval have been
accomplished by international and Chinese academic workers. For content-based speech
retrieval, the basic idea is how to use physical, auditory and semantic features to achieve
content-based speech retrieval [1, 4]. In [11], a method of transforming and modifying
traditional speech features using evolutionary algorithms was proposed. By extracting the
short-term energy and the Mel frequency cepstrum coefficient (MFCC) features of speech,
speech feature recognition, classification and retrieval performance have been improved. But
the system synthesis performance still needs to be strengthened. In [3], an audio fingerprint
retrieval algorithm based on wavelet transform was proposed. By extracting the time-
frequency feature wavelet transform coefficients of the audio, a high retrieval and recognition
rate was obtained. But the operating efficiency and robustness of the system needs to be further
improved. In [8], a Gaussian latent Dirichlet Allocation (Gaussian-LDA) audio retrieval topic
model was proposed, which solved the problem of information loss caused by vector quan-
tization while continuous document files were being modeled. At the same time, this method
inherits the shortcomings of the implicit Latent Dirichlet Allocation model and ignores the
short-time feature sequence information. In [32], the research proposed constructing Laplacian
graph in semantic space for document corpus during hashing, and the Non-negative matrix
factorization (NMF) was used to extract a parts-based representation for documents, which has
solved the existing conventional method that failed to discover the hidden semantic structure.

For content-based image retrieval, the basic idea is how to use global, local and high-level
semantic image features to achieve content-based image retrieval [15, 31]. In [26], a privacy-
preserving and copy-deterrence content-based image retrieval scheme in cloud computing was
proposed, which extracted the Scalable color descriptor (SCD), Color structure descriptor (CSD),
Color layout descriptor (CLD) and Edge histogram descriptor (EHD) features of image to
represent as feature vectors. And the Euclidean distance is used to measure the similarity of
image. In [27], a privacy-preserving content-based image retrieval scheme was proposed, which
the local features were utilized to represent the images, and earth mover’s distance is employed to
measure the similarity of images. Then, the two-stage structure with Locality-sensitive hashing
(LSH) is designed to improve the search efficiency. But the system can only perform one-to-many
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retrieval. In addition, to further enhance the performance of images and video image retrieval,
hashing and deep learning based methods have been widely used for feature extraction of images
and video retrieval. In [16], a novel framework of self-supervised video hashing was proposed,
which used hierarchical binary auto-encoders to model the temporal dependencies in videos with
multiple granularities and used a neighborhood structure to enhance the representation ability of
binary codes. The proposed scheme to solve the video temporal information is significantly
ignored issue and improved the retrieval accuracy of video retrieval. In [17], a method of
Quantization-based Hashing (QBH) was proposed, which incorporated the advantages of quan-
tization error reduction methods into conventional property preserving hashing methods. The
proposed scheme improved the effectiveness of the hashing methods while obtained the higher
recall and precision ratio. In [23], a video action recognition framework of Saliency-aware 3D
CNN with Long Short-Term Memory (scLSTM) was proposed, which integrated LSTM with
salient-aware deep 3D CNN features on video shots for video action recognition. The proposed
method improved the mean accuracy. In [24], an end-to-end framework of Two-stream 3D
convNet Fusion was proposed, which can recognize human actions in videos of arbitrary size
and length using multiple features, and the proposed scheme enhanced the performance of CNN-
based video analysis algorithm. In [18], a generative method of Multi-modal Stochastic RNNs
Networks (MS-RNN) was proposed. By using latent stochastic variables to model the uncertainty
observed in the data, which has improved the performance of video captioning, and generated
multiple sentences to describe a video considering different random factors. But the model does
not take into account the motion feature and the video captioning performance should be further
enhanced. As can be seen from the above analysis, the features for retrieval which extracted from
the method based on deep learning can represent the content of multimedia information more
effective. This would also be the focus of speech retrieval research. However, different to the
image and video retrieval, how to determine the labels for training and reduce the computational
complexity needs to be considered in future study.

From the above, it can be seen that the implementation of a content-based sample speech
retrieval system is simple and flexible and the retrieval accuracy is high. Of the many content-
based sample speech retrieval methods presented, the perceptual hashing algorithm proposed by
Ton Kalker et al. [9] has been widely used in the research work. For the unique characteristics of
speech data, the perceptual hashing technique is selected as a support to generate the perceptual
hashing digests that are mapped by the speech content perceptual features. The approach can also
be used in content-based encryption speech retrieval. In 2013, Wang et al. [22] firstly proposed a
retrieval algorithm for encrypted speech based on digital watermark and perceptual hashing. First,
the zero-crossing rate was extracted from the original speech, and the perceptual hashing sequence
generated as a search digest. Then the generated perceptual hashing digest was embedded as the
watermark in the speech encrypted by the Chua’s chaotic circuit. By matching the normalized
Hamming distance between the target to be retrieved and the target perceptual hashing sequence,
the encryption speech could be retrieved. Subsequently, a novel perceptual hashing algorithm for
encryption speech retrieval was proposed in [30], which utilized the multifractal characteristic of
speech to generate perceptual hashing digest. The algorithm has good robustness and discrimi-
nation. Finally, the data scale is compressed by the piecewise aggregation approximation tech-
nique, which improved the search speed for perceptual hashing in large-scale data. But the
robustness and discrimination of the algorithm were reduced after compression operation, which
led to a reduction in recall and precision of retrieval. In [7], an encrypted speech retrieval
algorithm based on syllable perceptual hashing was proposed, which realized the function of
retrieving speech and spoken words on an encrypted speech database. Before the uploading
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operation of encryption speech to the cloud server, the perceptual hashing sequence needed to be
embedded into the encrypted speech. In the retrieval process, the system does not need to search
for encrypted speech data or decrypt speech directly, but needs to search the system hashing table.
The proposed algorithm improved the retrieval speed effectively by reducing the matching times
of the query index. Under the operation of many speech signals, the proposed method had higher
recall and accuracy. From Ref. [7, 22, 30] analysis, it is known that the perceptual hashing
sequence extracted from the original speech was utilized in the retrieval, which was embedded in
the encrypted speech by digital watermark. The extracted speech watermark of the encrypted
speech in the encryption speech database can be used in the matching and the retrieving results
were returned. The digital watermark needs to be embedded by speech owner on the client side.
The retrieval efficiency is affected to some extent by the above method, and the speech data
owner’s works are increased on the client, which makes the system complicated.

In light of the above described problems, in order to extract the perceptual hashing digest
(search digest) directly from the encryption speech, and improve the robustness and discrim-
ination of the perceptual hashing digest, recall and precision ratios of encryption speech
retrieval. A retrieval algorithm of encryption speech based on short-term cross-correlation
and perceptual hashing is proposed in this paper. The main contributions of our approach can
be summarized as follows:

1) A speech scrambling method based on discrete cosine transform (DCT) is designed in this
paper. The sample speech clips that are encrypted by this method can directly extract
features and be used as the search digest.

2) The short-term correlation-coefficient of encrypted sample speech is used to construct the
perceptual hashing sequence for retrieval. The perceptual hashing sequence extracted
from encrypted sample speech can not only express different speech content, but also has
good robustness, discrimination and compactness.

3) The proposed algorithm of encrypted speech perceptual hashing also shows better
performance when applied to the original speech.

Compared with the existing methods, the search digest is directly extracted from encryption
speech in our approach, the watermarking no longer embeds into the encryption speech. By
this way, the proposed algorithm is more simple, security and efficiency. In the whole retrieval
process, the speech data are encrypted all the time. The retrieval task can be completed without
the downloading and decrypting of the speech data.

The rest of this paper is organized as follows. Section 2 describes the problem statement
and preliminaries. Section 3 gives a model of encrypted speech retrieval system. Section 4
presents the encrypted algorithm of sample speech. Section 5 presents the proposed algorithm
for encryption speech retrieval and describes its phases. Section 6 shows the experimental
results and analysis. Finally, we conclude our paper in Section 7.

2 Problem statement and preliminaries

2.1 Scrambling encryption of discrete cosine transform

Scrambling is a basic construction module of speech signal encryption, whose objective is to
convert the original speech signal into a fuzzy signal. It is a common encrypting technique in
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speech secure communication. The realization of diffusion for speech scrambling method is
based on transforming domain by disrupting the inter-frame or intra-frame grouping order for
speech signals. The DCT is one of the most frequently used transformations in multimedia
information analysis. Signal entropy and energy converted before and after are invariables. This
is an orthogonal transformation without complex calculation, and the inverse transformation can
be easily calculated. The definition of one dimensional DCT is as expressed by Eq. (1):

D vð Þ ¼
ffiffiffiffiffi
2

U

r
c vð Þ ∑

U−1

u¼0
q uð Þcos 2uþ 1ð Þvπ

2U
; u; v ¼ 0; 1;⋯;U−1 ð1Þ

where D(v) is the v-th cosine transform coefficient, v is generalized frequency variable, the
sequence of U points in the time domain is {q(u)|u = 0, 1, …, U-1}, c(v) is orthogonal

coefficients, and c 0ð Þ ¼
ffiffiffi
1
2

q
, c(v) = 1, v ≠ 0.

In accordance with Eq. (1), the DCT inverse transform (IDCT) is defined in Eq. (2):

q uð Þ ¼
ffiffiffiffiffi
2

U

r
∑
U−1

v¼0
c vð ÞD vð Þcos 2uþ 1ð Þvπ

2U
; u ¼ 0; 1;⋯;U−1 ð2Þ

Research shows that DCT has the advantages of abundant signal spectrum and concentrat-
ing energy, and it does not need to estimate the phases of speech. It can also obtain a better
speech enhancement effect under the lower computational complexity and avoid the complex
number operation [6]. Therefore, in this paper, a speech scrambling encryption algorithm that
can satisfy the requirements of search digest is designed by using DCT combined with the
scrambling method of speech signals.

2.2 Short-term cross-correlation

Speech signals can be considered stable and time-invariant within the limits of a short time.
Therefore, in a correlation analysis of speech signals, short-time analysis technology is
adopted. In the short-time analysis, speech is usually divided into frames to analyze the
characteristic parameters of each frame. This is because the speech signals have little charac-
teristics variation in a short time range and can be viewed as steady-state. However, the
characteristic parameters extracted from the speech signal will change greatly when the
framing exceeds this short-term range. To make the characteristic parameters change smoothly
which insert some frames between two non-overlapping frames to extract the feature param-
eters. For the whole speech signal, the feature parameters of each frame constitute its
characteristic parameter sequence. Assuming speech signal is x(n), after it is processed by
window function the i-th frame speech signal is xi(m), this can be defined as follows:

xi mð Þ ¼ ω mð Þ � x i−1ð Þ � incþ mð Þ; 1≤m≤L; 1≤ i≤ f m ð3Þ

where ω(m) is the window function, xi(m) is the value of i-th frame, m = 1, 2,…, L, i = 1,2,…,
fm, L is frame length, inc is the length of latter frame to the previous frame and the total number
of frames is fm.

Auto-correlation is a special case of cross-correlation. The auto-correlation function is an
average measure of the signal’s characteristics in the time domain. It is used to describe the
dependence between the value of a signal at one moment and the value at another. The signal
speech x(n) is divided into xi(m) in accordance with the Eq. (3), i is represented as i-th (i = 1, 2,
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…, M) frame, and M is the total number of frames. The definition of the short-term auto-
correlation function for each frame is:

Ri kð Þ ¼ ∑
L−k

m¼1
xi mð Þxi mþ kð Þ ð4Þ

where L is the length of each frame after speech framing, k is the retardation, m is sampling
point of intra-frame, and m = 1,2, …, L.

The Eq. (4) gives the short-term autocorrelation function of the framing speech signal. If the
correlation function is calculated between two adjacent frames, it is short-term cross-correla-
tional. Ri(k) is defined in Eq. (5):

Ri kð Þ ¼ ∑
L−k

m¼1
xi−1 mð Þxi mþ kð Þ ð5Þ

where M is the total number of frames, i = 2, 3, …, M.
In the theory of signal analysis, the correlation function can be used to determine how large

the output signal is when it comes from the input signal. It is an important method to extract
useful information in a noise background, and is also called the correlation filter [12], which is
widely used in the signal analysis of speech, image processing and so on. The speech signal is
a quasi-steady-state signal, and its change is slow. When the speech signal changes, its cross-
correlation function has a great difference, so its short-term correlation function Ri(k) should be
used for speech recognition, endpoint detection and pitch extraction. In this paper, we will
extract the short-term cross-correlation of the speech signal to construct the perceptual hashing
sequence of the encrypted speech as the search digest.

3 The model of encrypted speech retrieval system

In order to guarantee the security of speech, speech needs to be encrypted before uploading to the
cloud server. The encryption of the speech data should not only ensure a certain security and
efficiency, but also enable the encrypted speech still to be extracted search digest. Encryption can
make speech unaffected by the server, but it will also make it difficult for the server to build
searchable indexes. The index scheme used for encrypted speech retrieval is not only requiring
efficiency and extensibility, but also needs to maintain similarity between speech pairs. There-
fore, this paper constructs an encrypted speech retrieval system model which can extract the
perceptual hashing directly from the encryption speech clips as shown in Fig. 1.

As can be seem from Fig. 1, this model is mainly composed of a scrambling encryption
algorithm which supports extracting the perceptual hashing digest and a perceptual hashing
algorithm that can effectively express speech content. The system can perform a speech query
without decrypting and downloading. The model mainly includes three steps: establishing an
encryption speech database, constructing a system hashing index table and searching for legiti-
mate users. First step: the owner of speech data encrypts the speech data with the key on the client,
and uploads the encrypted speech to the cloud server to make up an encryption speech database.
And, in general, the length of speech is arbitrary, and data owners can use most advanced
encryption methods like the chaotic [17], blind source separation [14] and others to encrypt
speech data to ensure the security of encrypted data in the transmission process and the cloud
server. Second step: the speech data owner cut out a shorter segment of the speech to be uploaded
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as a sample speech to perform the scrambling encryption. The length of the sample speech can
represent the speech, and then the features of the encrypted sample speech clips are extracted as
the search digest of the speech that has not uploaded, and the uploads the search digest to the
system hashing index table in the cloud server. Third step: legitimate users or data owners use the
key to encrypt query speech, extracts the perceptual hashing sequence of the query speech after it
is scrambled. The search result is obtained by matching it with the target perceptual hashing
sequence in the system hashing index table of the cloud server.

The primary innovation of the model is that the speech data exists in the form of encryption
constantly in cloud server. And the search digest is extracted from the encrypted speech during
the whole retrieval process. The final retrieval results only return the ones of user desires, and the
system has a high security and reliability. The speech signal still has the speech-like waveform
and certain perceptual features after scrambling encryption, and the short-term cross-correlation
of encryption speech can be extracted by speech perceptual hashing algorithm and the perceptual
hash sequence can be constructed as a search digest. And the encryption speech hashing
algorithm has a better discrimination, robustness and compactness, meanwhile, the encryption
speech signal has high recall and precision ratios after various content preserving operations. By
this way, speech data can be in the form of encryption throughout the retrieval process, thus
improving the security of the system. Compared to the work of Ref. [7, 21, 22, 30], the
perceptual hashing sequence is directly extracted from the encrypted speech in this paper, the
system no longer embeds the perceptual hashing sequence into the encrypted speech by digital
watermark, i.e., it does not need to extract the watermark for authentication during retrieval. In
the whole retrieval process, the speech data is encrypted, so that the system can be simplified and
the efficiency and security of the system also be improved.

4 Speech encrypted algorithm

In order to protect the privacy of owner speech data, uploading encrypted speech data on the
client containing sensitive content is one of the important ways to ensure the privacy and security

Cloud server

User

Encryption

speech

Sample speech

fragment

Scrambling

encryption

Encrypted sample speech

feature extraction

Perceptual hashing

construction

Encryption

speech database

Search match

Match results

Scrambling

encryption

Query encrypted speech

perceptual hash extraction

Query speech

System hashing

index table

Retrieval result

Owner’s

speech data

Fig. 1 Encrypted speech retrieval system model based on encryption speech perceptual hashing
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of speech data. The encryption algorithm utilized by the system needs to guarantee the security,
efficiency and auditory quality of decryption speech. In addition, encryption algorithms should
also support search operations in order to enable secure management of mass encrypted speech
which is stored in cloud server.

Currently most encryptions on speech data utilize somemethods such as chaotic encryption [13],
blind source separation encryption [14], etc. The chaotic encryption aims to encrypt speech signal by
generating stronger random chaotic sequences to diffuse and substitute them, which has powerful
efficient and security. The proposed encryption method of the owner’s speech file by the retrieval
model shown in Fig. 1 is an adoption of these advanced encryption algorithms, where the
substitution of speech signal is implemented through doing exclusive OR operating between
samples of digital speech and chaotic sequences. However, the speech signal is completely masked
by noise, and most of perceptual features are lost. Therefore, it is hard to extract features as search
digests later through the speech encryption operation of chaotic encryption, blind source separation
encryption, etc. So it cannot be used to encrypt the sample speech.

Methods based on DCT and speech scrambling can achieve the objective of encryption,
which is diffused by disrupting the inter-frame or intra-frame group orders of speech signals.
Because scrambling only disrupts the inter-frame or intra-frame grouping of speech signals by
pseudorandom sequences, and the speech signal itself has not changed. And the speech signal
is stable in a short term. On the premise of setting appropriate inter-frame grouping, the speech
signal still has the speech-like waveform after scrambling encryption, that is, the encrypted
sample speech possesses certain perceptual features. In this instance, features can be extracted
from the encrypted sample speech and used as the search digest. Figure 2 shows that the
processing flow of the encryption algorithm.

As can be seem from Fig. 2, at first the time domain speech is divided into non-overlapping
frames. That is the inc is 0 in Eq. (3). Considering the residual intelligibility of encrypted speech
and encryption efficiency, the length of each frame is set to 256. Then, the framed speech is
transformed to the frequency domain via DCT, scrambling it in the frequency domain using a
random sequence after that. Finally, the frequency domain speech is transformed to the time
domain by the IDCT, with the divided frame of speech being reconstructed to the time domain
speech, and then the encryption process is completed. As can be seen from the encryption process,
the whole encryption procedure is scrambling the speech signal in the DCT domain. By changing
the location of each element and mapping it to the new location of the same size, the speech
signals are rearranged without their values being transformed. After this done, the encrypted
speech still has the speech-like waveform, which has retained more features than other encryption
methods, and provides the possibility to extract features from the encryption speech.

5 The proposed algorithm for encryption speech retrieval

According to the perceptual features of speech data, the perceptual hashing technique can
uniquely map speech with the same perceptual content into a brief digital digest, satisfying

Pre-processing DCT
Frequency domain

scrambling

Speech clip

Encrypted

Speech
IDCT

Fig. 2 Encrypted speech retrieval system model based on encryption speech perceptual hashing
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both the perceptual robustness and discrimination. The digital digest is called the perceptual
hashing sequence or the perceptual hashing digest. The main goal of hashing digest is to
establish an effective mechanism to compare the auditory quality of two speech clips, which
provide a safe and reliable way of offering information services for the speech contents like
retrieval, authentication [29] and so on.

At present, the existing encrypted speech retrieval schemes based on perceptual hashing are
all studied in the original audio signal. First, the perceptual hashing sequence of the original
speech is extracted as the search digest of the encrypted speech, and the extracted perceptual
hashing sequence is embedded in the encrypted speech by digital watermark to ensure the
security of the system. On one hand, these solutions by which the perceptual hashing digests
are extracted from the original speech will make the entire retrieval system more complex, on
the other hand, the user’s work on the client is increased. In addition, users need to extract the
perceptual hashing sequence embedded in the encrypted speech to match and authenticate, so
that the retrieval efficiency will be further reduced. Our research will combine the encryption
algorithm of Section 4 and the original domain speech perceptual hashing algorithm to design
an encrypted speech perceptual hashing algorithm that can extract the perceptual hashing
digest in the encrypted speech, thus improving the efficiency and security of the system, and
make the system more simple.

5.1 The construction of encryption speech perceptual hashing sequence

The construction of perceptual hashing sequence in the system hashing index table is the key
component in content-based encrypted speech retrieval. Search digests with good compact-
ness, discrimination and robustness are able to improve the performance of the system.
Therefore, in this paper the short-term cross-correlation coefficient of the speech signal is
extracted, and then the coefficient matrix of the short-time cross-correlation coefficient is used
as a feature for constructing the speech perceptual hashing sequence of the encrypted sample
speech. Finally, we search the encryption speech from the encrypted speech database by
matching the perceptual hashing sequence of the encrypted sample speech and encrypted
query speech. The construction process of the encrypted sample speech perception hashing
digest is as follows:

Step 1: Framing and windowing: Let the sample speech signal be x(n). Using Eq. (3), we
can get the i-th frame speech signal xi(m) after framing it by the windowing function
ω(m), where xi(m) is the i-th value of the frame. In general, the window function
ω(m) can be a Rectangular window or a Hamming window. In this paper, the
Hamming window is used to smooth the frame edge of the speech signal.

Step 2: Feature extraction: According to the definition of the short-term cross-correlation
Eq. (5), the cross-correlation coefficients of two adjacent frames of the speech
signal x(n) are at first calculated to obtain the cross-correlation matrix G(fm, B),
where B is the length of the cross-correlation coefficient obtained by calculating
every two speech frames. Then the values of each row vector [g(1, Bj), g(2, Bj),…,
g(fm, Bj)]’ of the cross-correlation matrix G(fm, B) are sorted in a descending order,
where j = 1, 2, …, fm, and the larger value of each row constitutes the final cross-
correlation matrix K(fm, D), where D is the number of large valued coefficients in
each row, i.e., the number of large valued correlations. In consideration of the
efficiency of the algorithm and the property of the perceptual hashing in this paper,
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the value ofD is 22. Finally, for the matrix K(fm, D), use NMF to reduce dimensions
to generate the final characteristic parameter matrix H1(fm, 1).

Step 3: Hashing construction: A binary hashing construction is performed on the charac-
teristic parameter matrix H1 to generate a hashing sequence Hx, and then the
perceptual hashing sequence of speech signal x(n) is H(1, 2, …, fm-1). The median
hm of the feature sequence H1(fm, 1) is calculated and put it in the last new line of
the matrix, the matrix H1(fm, 1) is transformed into matrix H1(fm + 1, 1). The
construction method is as follows: the next row data is subtracted from the previous
row of the feature sequence H1(fm, 1). If it is greater than 0, the bit data becomes 1;
otherwise, it is 0, which is:

Hx ið Þ ¼ 1 H1 ið Þ > H1 iþ 1ð Þ
0 H1 ið Þ≤H1 iþ 1ð Þ i ¼ 1; 2;…; f m

�
ð6Þ

Step 4: Build a system hashing index table: The system hashing index table is composed of
the perceptual hashing sequences (H1,H2,…,Hs) of all encrypted sample speeches,
s is the total number of all sampled speech clips that are intercepted. And the
perceptual hashing sequence generated by each encrypted sample speech is associ-
ated with its corresponding metadata of the encryption speech of arbitrary length.
The associative array is a structure that can map keys to values. And the metadata of
speech can be the name of the encryption speech or the time sequence of sample
speech in encryption speech, as shows in Fig. 3.

The encrypted sample speech perceptual hashing sequence constructed as an associative
array Key is one-dimensional in this paper. By matching the encrypted sample speech index to
be retrieved, the speech parameter information of the corresponding encrypted speech meta-
data is located, and then the successfully matched encryption speech data is returned to the
user. The length of Key and Value is determined by the mapping algorithm, and the shorter
length can attain a better retrieval performance.

5.2 The retrieval and decryption of encryption speech

After uploading the encrypted speech, the sample encrypted speech and the system hashing index
table to the cloud server, the proposed system can retrieve the encrypted speech data in the case of
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time,

Map
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Fig. 3 System hashing table of sample encryption speech
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no decryption and no downloading as long as the legal users send out the retrieval request.
Assuming that q(n) is the query speech clip to be retrieved and the length is same as the sample
speech which used to generate the search digest in this paper. Thus, the length of the perceptual
hashing sequence of the query speech generated is same as the target perceptual hashing sequence
in the system hash index table. As such, the perceptual hashing sequence in the system hash index
table can be easily matched with the query speech, the detailed search process is as follows:

Step 1: According to the speech encryption algorithm descripted in Section 4, the query
speech is encrypted and the cross-correlation matrix of qe(n) is extracted.

Step 2: According to the encrypted speech perceptual hashing algorithm in Section 5.1, the
perceptual hashing sequence Hq of encrypted query speech qe(n) is extracted.

Step 3: The perceptual hashing sequence Hq encrypted query speech is matched with Hx in
the system hashing index table by the normalized Hamming distance. The calculat-
ing formula of the normalized Hamming distance (also named bit error rate, BER)
D(Hx, Hq) is shown in Eq. (7).

D Hx;Hq
� � ¼ 1

N
∑
N

p¼1
jHx pð Þ−Hq pð Þj� � ¼ 1

N
∑
N

p¼1
Hx pð Þ⊕Hq pð Þ ð7Þ

where, N is the length of perceptual hashing value and p = 1, 2,…, N, setting T(0 < T < 0.5) as
the similarity threshold. If D(Hx, Hq) < T, the proposed system returns the encrypted speech
data successfully matched to the users; otherwise the matching fails, and the search accuracy is
related to the threshold.

The encrypted speech in encryption speech database, which is stored in the cloud server,
uses the most advanced chaotic encryption, blind source separation encryption and other
speech encryption methods. Therefore, after the users achieve the retrieval result returned by
the system, they must utilize the corresponding speech decryption method to decrypt the
encrypted speech data returned by the system.

6 Experimental results and analysis

The experimental speech data comes from the Texas Instruments and Massachusetts Institute
of Technology (TIMIT) speech database and the Text to Speech (TTS) speech database, which
consists of different content speeches recorded by Chinese men and women, English men and
women. And there are 1280 speech clips whose sampling frequency is 16 kHz, sampling
precision 16 bits, length 4 s and mono. In the speech database, 600 clips are in English and 680
in Chinese. The experimental hardware environment: Intel(R) Core(TM) i5-3337 U, 4-
coreprocessor, 4 G and 1.80 GHz. The software environment: the MATLAB 2014a under
Win 7 operating system.

6.1 Perceptual hashing performance analysis

Discrimination and robustness are the two most important properties of speech perceptual
hashing algorithms, and are generally measured by two standers: false accept rate (FAR) and
false reject rate (FRR). In the experiment, 1000 clips in the 1280 clips of the TIMIT and TTS
speech databases are selected as sample speech randomly. At first, the sample speech is

Multimedia Tools and Applications (2019) 78:17825–17846 17835



encrypted by the proposed speech encryption algorithm in Section 3. Then each clip of the
encrypted sample speech is divided into 512 frames, and the overlap is half of the length of the
frame. Finally, according to the proposed algorithm of encrypted speech perceptual hashing in
Section 5.1, the perceptual hashing sequence is extracted from each clip of the encrypted
speech. And there are a total of 1000 hashing digests that constitute the system hashing index
table. The perceptual hashing value of the 1000 encryption speech digests are matched by pairs
and 1000 × 999/2 = 499,500 BER data achieved. The statistical histogram of BERs of the
matching results is displayed in Fig. 4.

As shown in Fig. 4, the BER of the perceptual hashing of different content speech basically
obeys the normal distribution. With a better normal distribution probability curve of BER, the
randomness and collision resistance performance of the proposed algorithm’s perceptual
hashing sequence algorithm is better too. The probability of the BER normal distribution is
shown in Fig. 5.

As can be seen in Fig. 5, the probability distributions of BER values of different speeches
almost overlap with the probability distributions of the standard normal distribution. So the
Hamming distance obtained by this paper approximates the normal distribution.

According to the De Moivre-Laplace central limit theorem, the Hamming distance approx-
imately obeys normal distribution. When BER is used as the distance measure, the error rate is

approximately obeyed by the normal distribution of μ ¼ p;σ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1−pð Þ=Np

, where N is the
length of the perceptual hashing sequence, i.e. N = 248. According to the De Moivre-Laplace
central limit theorem, the mean of theoretical normal distribution value can be calculated as
μ = 0.5 and standard deviation δ = 0.0373. The mean of the experimental is μ0 = 0.4990 and
standard deviation δ0 = 0.0373. As can be seen, the data obtained from experiment μ0 and δ0
are very close to theoretical parameter value.

To further verify the accuracy of the experiment in our study, the FAR of algorithm is
calculated. The formula is shown in Eq. (8):

FAR τð Þ ¼ ∫τ−∞ f xjμ; δð Þdx ¼ ∫τ−∞
1

δ
ffiffiffiffiffiffi
2π

p e
− x−μð Þ2
2δ2

dx ð8Þ

where τ is perceptual matching threshold, μ is the mean of BER, δ is the variance of BER and x
is FAR.

Table 1 shows that the comparison of the FAR values between the algorithm in the
proposed method and other different algorithms.

The lower FAR of perceptual hashing algorithm illustrate the discrimination is better. The
perceptual hashing algorithm testing of Ref. [7, 21, 22, 30] selected 1000 speech clips, and the
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same number of speech fragments were selected in this paper. Table 1 shows that the
comparison of FAR values under different perceptual hashing algorithms and different thresh-
olds using the same amount of speech. As can be seen from Table 1, the FAR values in
proposed method is better than Ref. [21, 22, 30], which were equal to that of latest Ref. [7].
The main reason is that the encrypted speech loses some perceptual features, and brings about
certain difficulties for extracting features. When the proposed algorithm of encrypted speech
perceptual hashing is applied to the original speech, the FAR values is better than Ref. [7].
When the matching threshold is set to τ = 0.16, about 5 speech clips of each 1020 speech clips
are misunderstood, indicating that our algorithm has a strong collision resistance capability,
that is, it has good discrimination and can meet the retrieval requirements.

In general, the speech signal may undergo compression, resampling, noise addition,
increasing and reducing the volume processing operations, and the specific changes produced
in the digital representation of the speech signal do not impact the content expression. The
robustness of the perceptual hashing lies in that the BER between the original speech data and
original speech after the content preserving operation (CPO) is less than the preset threshold.
In other words, for the original speech data after some CPO, the perceptual hashing sequence
should be consistent with the perceptual hashing value of the original speech data. The
robustness experiment needs to analyze the BER between the original speech clip and its
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Table 1 Comparison of FAR values under different thresholds

τ The proposed
method

Application to the
original speech

Ref. [22] Ref. [30] Ref. [7] Ref. [21]

0.02 4.78 × 10−38 7.92 × 10−43 5.04 × 10−16 4.27 × 10−26 8.44 × 10−42 4.18 × 10−19

0.04 4.22 × 10−35 1.77 × 10−39 7.79 × 10−15 4.25 × 10−24 1.60 × 10−38 1.14 × 10−17

0.06 2.81 × 10−32 2.85 × 10−36 1.07 × 10−13 3.48 × 10−22 2.20 × 10−35 2.70 × 10−16

0.08 1.40 × 10−29 3.31 × 10−33 1.31 × 10−12 2.35 × 10−20 2.20 × 10−32 5.59 × 10−15

0.10 5.25 × 10−27 2.77 × 10−30 1.43 × 10−11 1.30 × 10−18 1.59 × 10−29 1.00 × 10−13

0.12 1.48 × 10−24 1.68 × 10−27 1.39 × 10−10 5.96 × 10−17 8.40 × 10−27 1.56 × 10−12

0.14 3.15 × 10−22 7.33 × 10−25 1.20 × 10−09 2.25 × 10−15 3.21 × 10−24 2.12 × 10−11

0.16 5.02 × 10−20 2.31 × 10−22 9.31 × 10−09 6.97 × 10−14 8.90 × 10−22 2.51 × 10−10
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CPO. Here, 1000 encryption speech libraries are still selected and subjected to CPO operation.
There are four types of CPO operations, as shown in Table 2.

The proposed algorithm of encrypted speech perceptual hashing in this paper and the
proposed methods in Ref. [7, 21, 22, 30] after listing CPO in Table 2 with the perceptual
hashing values of the 1000 speech clips are matched with the perceptual hashing values of the
original data. The average BER is calculated when each CPO operation is performed in
experiment. The comparison results are shown in Table 3.

As can be known from Table 3, the robustness of the proposed algorithm is better than Ref.
[22]. Compared with Ref. [21, 30], in addition to the MP3 compression operation, the
robustness of the algorithm is better than other CPOs. Compared with the latest Ref. [7], the
robustness of proposed algorithm in MP3 compression and resampling operation is common,
but it is still in the same order of magnitude, and the remaining operations are better than the
algorithm in Ref. [7]. This is because the encryption may result in a partial loss of the
characteristics of the speech signal. The proposed algorithm in this paper can apply to retrieval
requirements. In addition, when the proposed method is applied to the original speech, except
that the BER of the MP3 compression and amplitude increase operations are higher than Ref.
[7], the BER of the remaining operations is better than the list of related references. This
illustrates that the proposed algorithm of encrypted speech perceptual hashing also has a strong
robustness when applied to the original speech.

6.2 Sample speech encryption performance analysis

As apparent from system model Fig. 1, the system encrypts the speech of an arbitrary length in
the owner’s speech file utilizing the most advanced encryption method to ensure the security of
the speech in the cloud server. Sample speech clips separated from the speech database are
encrypted by the scrambling method supporting the extraction of the perceptual hashing
sequence, and working as a digest of speech retrieval in speech database. The sample speech
clips used in the experiment are 16 kHz, 16 bit and 4 s, and the number of sampling points is
64,000. To more clearly see the transformation trend of speech waveforms before and after the
encryption, here, the length of the signal listed is 2 s. The experiment first generates a random
number sequence by the pseudo random number generator, then the speech of DCT domain is
scrambled and encrypted. Figure 6 shows that the speech signal waveform of the original
sample speech before and after the speech encryption. It can be seen that the encrypted
waveform changes in a gentle and uniform manner, indicating that the encryption performance
is well, and the encrypted speech appears to be a noisy noise and no information can be heard.
Figure 7 shows that the speech signal waveforms of successful decryption and failure
decryption. Figure 7(a) is decrypted speech signal, and it can be seen that there is almost no
distinction between the decrypted and the original speech signals. Figure 7(b) decrypts the
speech signal after one key is changed, and the encrypted speech cannot be decrypted after

Table 2 CPO types
Type Parameters Abbreviation

MP3 compression 128 kbps MP3
Resampling 16-8-16 kHz R.8→ 16
Volume adjustment 1 −50% V.↓
Volume adjustment 2 +50% V.↑
Narrowband noise AWGN, 30 dB G.N
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that. It shows that the proposed encryption algorithm in this paper has a good sensitivity. In the
experiment the length of the frame is set at 256 and, for a sample speech with a length of 4 s,
the key length is 125 bits, so the key space is 125! The encryption of the sample speech in the
system is ultimately used to extract digests of encryption speech retrieval. The experiment
result shows that the proposed encryption scheme can meet the requirements.

To further validate the performance of the sample encrypted speech algorithm, this paper
analyses the Perceptual Evaluation of Speech Quality (PESQ) of the encrypted sample speech
and decrypted sample speech. PESQ is proposed by Telecommunication Standardization
Sector (ITU-T) P.862, and the Mean Opinion Score (MOS) value is from 1.0 (worst) to 4.5
(best) PESQ-MOS range. For encryption speech, it is generally desirable that the PESQ-MOS
of encrypted speech can be reduced to about 1.0 or even lower (the speech quality is extremely
poor, mute or completely not heard, and the murmurs are very large). For decryption speech, it
is expected that the PESQ-MOS can reach 2.50 or even higher (speech quality is also
available, not well heard, with certain delay and murmurs). In the experiment, 20 speeches
in the encryption speech database were selected randomly, and the PESQ-MOS of the sample
encrypted speech and the decrypted speeches were tested respectively, as shown in Table 4.

As can be seem from Table 4, the PESQ-MOS of the encrypted sample speech is almost
1.0, which indicates that the encrypted speech quality is extremely poor, the encryption effect

Table 3 Comparison of average bit error rate

Type The proposed
method

Application to the
original speech

Ref. [22] Ref. [30] Ref. [7] Ref. [21]

MP3 0.0090 0.0051 0.0093 0.0038 0.0016 0.0067
R.8→ 16 0.0033 0.0024 0.1895 0.0693 0.0026 0.0959
V.↓ 0.0038 0.0003 0.0246 0.0139 0.0042 0.0157
V.↑ 0.0160 0.0077 0.0498 0.0476 0.0039 0.0557
G.N 0.0248 0.0443 0.0937 – – –
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Fig. 6 Speech signal waveform of the original sample speech before and after the speech encryption: (a) before
encryption (b) after encryption
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is good and the speech content will not be leaked. And the PESQ-MOS decrypted sample
speech is greater than 2.50, which shows a good quality of the decrypted speech after the
scrambling encryption algorithm.

6.3 Encryption speech retrieval performance analysis

The performance of speech retrieval is Recall ratio (R) and Precision ratio (P), which are combined
to describe the successful rate of the system. The R is a measure description of the ability of the
system to detect relevant documentswhen a retrieval task is implemented, which is shown in Eq. (9).

R ¼ a
aþ b

� 100% ð9Þ

where a represents the number of correct searched results, and b represent the lost number of speech
data.

The P is a measure of the accuracy of the retrieval system when a retrieval task is
performed, which is shown in Eq. (10).

P ¼ a
aþ d

� 100% ð10Þ

where the error number of results is represented as d.
The experiment still selects 1000 encrypted samples speech data used in the discrimination

experiment, and then extracts the hashing sequence according to the algorithm described in
Section 4.1. The system hashing index table and target encryption perceptual hashing sequence
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Fig. 7 Speech signal waveform of successful decryption and failure decryption: (a) successful decryption (b)
failed decryption

Table 4 PESQ-MOS of encrypted
and decrypted sample speech Type PESQ-MOS

Encrypted sample speech 1.0305
Decrypted sample speech 4.5000
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are matched by the similarity threshold T. The selection of similarity threshold directly affects
the R and P of the retrieval algorithm, and setting the similarity threshold as T = 0.2, if D(Hx,
Hq) < T, the matching is successful and the corresponding query result is returned. In the
discriminative experiment analysis of Section 6.1, the minimum BER value of the resulting
1000 speeches is 0.3226, and in the robustness experiment analysis, the maximum BER value
of all encryption speeches after four types of CPO is 0.1169. It can be seen from Eq. (9) and
Eq. (10), in which the similarity threshold is smaller, the precision ratio higher and the
similarity threshold larger, the R is higher. Therefore, in order to avoid missed detection and
obtain a high accuracy, the similarity threshold T is set to 0.2.

In the query speech clip retrieval experiment, all speech clips in the 1000 encryption speech
database are processed through the CPO shown in Table 2, including MP3 compression,
resampling, increasing and reducing the volume and noise adding operations. Then their
perceptual hashing sequences are searched in the system hash index table. There are 1000
perceptual hashing sequences that can be used for matching. By querying the perceptual
hashing value of speech matching continuously, the BER value is calculated and compared
with the similarity threshold. If the value is less than the threshold, the match is successful.
Otherwise, the perceptual hashing value of the query speech is entered into the next group of
perceptual hashing sequences. For example, by selecting 150-th speech clip as query speech,
their perceptual hashing values are obtained after the MP3 compression operation, and the
system hashing index table is searched to get the matching results. As shown in Fig. 8.

It can be seen that the BER of the150-th speech clip in the query speech and the system
hashing index table is less than 0.3, and others are not. The given similarity threshold is 0.2.
When the matching threshold is less than 0.2, the matching operation is achieved successfully.
But, other 999 matching operations are failed. Moreover, after the CPOs, the retrieval
experiments are performed on encryption speech clips and the perceptual hashing sequences
in the system hashing index table. It can be concluded that after these CPOs, the recall ratio
and precision ratio of the proposed scheme arrive to 100%. As shown in Table 5.

As can be seem from Table 5, the recall ratio and precision ratio of the following contents
are slightly better than those proposed by Ref. [7]. Besides the 30 dB Narrowband Gauss noise
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operation, the performance corresponds with Ref. [30]. Also, in contrast to state-of-the-art
deep learning based method illustrated in Ref. [28], which used a shrinking deep neural
network (DNN) framework incorporating unsupervised feature learning to handle multilabel
classification task. The best recall and precision ratio for DNN method to labels that has not
been undergone the CPO operation is 96.8% and 100%, and the proposed algorithm in this
paper performs better in recall ratio. In addition, the experiment in Ref. [28] only selected
original audio signal or speech signal to conduct training and testing. Compared with the DNN
method, our approach still has a good recall and precision ratio for speech that have been
processed by some CPO operations.

As can be seen from the above analysis, our method outperformed other similar algorithms
in terms of the retrieval speed. This is because the perceptual hashing value of similar
algorithms is almost of the same length as the speech clip. By comparison, on the premise
of good robustness and discrimination, the method in this paper has a shorter digital digest,
thus saving a large number of data search time. In addition, our method extracts the perceptual
hashing digest directly from encrypted speech, and does not embed the extracted perceptual
hashing value into the encrypted speech by the way of digital watermark. It further ensures the
integrity of the speech signal, and reduces the retrieval time and the work of the data owner in
the client. Moreover, since the retrieval process of the sample speech is implemented in the
encrypted case, some client work, such as the feature extraction of the encrypted sample
speech, can be completed by the cloud server in the future.

7 Conclusions and future work

Extracting the perceptual hashing sequence directly from the encryption speech as the search
digest can further improve the security of the speech data in cloud server and make the system
more simple and efficient. From this we firstly designed a scrambling encryption algorithmwhich
can support the extraction of an encrypted sample speech as search digests. Then an encrypted
speech perceptual hashing algorithm based on a short-term cross-correlation coefficient is
proposed, and an encryption speech retrieval model is built on the basis of this algorithm. The
advantages of the proposed scheme include: (1) The encryption search digest generated by the
perceptual hashing algorithm based on short-term correlation-coefficient of encryption speech can
not only express different speech content, but also has good robustness, discrimination and
compactness. (2) The proposed retrieval model of encryption speech does not need to download
and decrypt speechwhen searching, which not only guarantees the security of the speech data, but
also has good retrieval performance, and can also be applied to an encrypted storage and secure
retrieval of large-scale speech data. (3) The proposed algorithm of encrypted speech perceptual

Table 5 The recall ratio R and the precision ratio P of the search results

CPO type The recall ratio R The precision ratio P

The proposed method Ref. [30] Ref. [7] The proposed method Ref. [30] Ref. [7]

MP3 100% 100% 96% 100% 100% 96%
R.8→ 16 100% 100% 98% 100% 100% 97%
V.↓ 100% 100% – 100% 100% –
V.↑ 100% 100% – 100% 100% –
G.N 100% – 98% 100% – 97%
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hashing also shows better discrimination, robustness, and compactness when applied to the
original speech, and can be applied to other applications. In addition, the encrypted speech
perceptual hashing algorithm can directly extract the perceptual hashing digest from the encryp-
tion speech, which can simplify the existing encryption speech retrieval system and provide the
possibility of reducing the speech owner’s work on the client side.

In the future work, we will to solve the problem that the robustness of encrypted speech
perceptual hashing algorithm is not strong due to an MP3 compression operation, and to study
the content-based encryption domain speech multi-user retrieval under the cloud computing
environment [25] and the security problem in retrieval [10].
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