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Development of an Integrated Haptic Sensor
System for Multimodal Human—Computer
Interaction Using Ultrasonic
Array and Cable Robot
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Abstract—This paper presents the design and development
of a novel haptic sensor system. It integrates cable-driven
force and ultrasonic tactile feedback, which can produce
multimodal haptic stimuli. The sensing element includes a
Leapmotion, an ultrasonic transducer array, tension sensors,
and rotary encoders, which are used to capture hand posture,
project tactile points, measure cable force and length, respec-
tively. Firstly, a 6-DOF cable-driven force feedback apparatus
based on parallel mechanism is designed and ultrasonic
phased array is combined to form a multimodal haptic feed-
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back system. Secondly, a multimodal haptic fusion method for cable-driven force and ultrasonic tactile is firstly proposed
to invoke realistic compound haptic sensations. To enhance the rendering effects of each subsystem, admittance control
is developed for a cable robot, and a new perceived magnitude model is established for ultrasound tactile rendering.
A psychophysical experiment is conducted to study the perceived characteristics of multimodal haptic stimuli. To verify
the proposed system, a series of experiments were carried out, whose results indicated that the system performs well
at multi-property haptic rendering and confirm the accuracy and sensitive advantage of our system in virtual reality
applications. The results of our study indicate that this device has great application potential in human-computer

interaction.

Index Terms— Multimodal haptic interface, cable-driven parallel force, ultrasonic tactile, haptic feedback.

|. INTRODUCTION

HE human haptic perception system is complex, and is

influenced by a variety of factors: sensory information
derived from mechanoreceptors; thermoreceptors embedded in
the skin (cutaneous inputs); and mechanoreceptors embedded
in muscles, tendons, and joints (kinesthetic inputs). Cutaneous
and kinesthetic inputs are combined and weighted in different
ways to support various haptic functions [1]. Multimodal
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haptic systems have emerged to display more realistic haptic
feedback for operators in virtual environments [2].

Based on structure characteristics, multimodal haptic
devices can be classified as handheld, wearable, and desk-
top devices. Handheld devices have a large workspace
to enable large-scale body movement [3], but the simu-
lated gestures are relatively simple. Finger-mounted wearable
devices can support diverse hand postures [4]. However,
the complex structure can affect dexterity and the perceived
effect when integrating different actuator elements. Desk-
top haptic devices have the widest range of applications,
and can integrate multiple haptic elements in one com-
pact structure [5]. High-fidelity multimodal haptic devices
will become increasingly important in minimally invasive
surgery [6], industrial applications [7], and human-computer
interaction [8].

Ultrasound tactile technology is emerging for haptic ren-
dering with its large workspace, high degree of freedom,
and absence of direct physical contact. Ultrasound haptic
stimulation has been successfully applied in biological studies
since the 1980s [9]. Airborne ultrasound haptic studies con-
ducted by the University of Tokyo have shown that ultrasonic
phased arrays can project reliable tactile points for human
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interaction [10]. Carter et al. developed an ultrahaptics pro-
totype that could generate multi-points and render 3D shapes
in midair [11], [12], and has been used in commercial prod-
ucts [13], [14]. Some researchers are committed to introducing
ultrasonic array to provide multi-resolution haptic images and
obtain a more natural haptic feedback effect [15], [16].

Cable-driven parallel robots were developed in the United
States for industrial applications like painting, welding, and
manipulation [17], as well as teleoperation systems [18] and
rehabilitation [19]. The SPIDAR series has broad application
prospects, with excellent force feedback accuracy, low inertia,
and lightness [20]. Human-robot cooperation has become
increasingly important, and is the subject of much research.
Cable-driven force feedback systems were developed for
haptic interaction [21], [22].

Due to technical limitations, the output pressure of the
ultrasound array is relatively weak and lacks high accuracy.
Weight and delicate textures are unsuitable for ultrasound
tactile rendering. We hope to enhance the output pressure of
focus and improve the rendering effect of ultrasonic tactile
by modulating the waveform (such as using square wave).
The working characteristics of ultrasound tactile determined
it is easy to integrate with other haptic devices. As a force
feedback device, the cable robot has a huge workspace and
low inertia, which is suitable for combining with ultra-
sound arrays. We expect that this combination can provide
benefits such as multi-resolution haptic images and a syn-
ergistic effect on haptic perception. A multimodal haptic
device is developed in this paper, including an ultrasonic
phased array and a 6-DOF cable-driven parallel mecha-
nism (CDPM) with admittance control, which can be used to
simultaneously stimuli kinesthetic and cutaneous receptors of
humans.

The remainder of this article is organized as follows.
In section II, the principles and mathematical models of
ultrasonic array radiated force and CDPM kinematic are
respectively presented, and the system architecture is also
given. Section III details the rendering mechanism of our
haptic device, which includes ultrasound tactile perception
algorithm, rendering mechanism of cable-driven force feed-
back, and haptic synthesis methods. Section IV describes trials
carried out on the prototype. We evaluate the cable-driven
force system, and establish the regression model for tac-
tile perception and the output pressure of the ultrasound
phased array. We study the perception characteristics when
multimodal haptic stimuli are simultaneously perceived, and
validate the usefulness of prototype to increase perception and
improve interaction. Section V discusses the results of the user
study. Section VI relates our conclusions and proposes future
work.

Il. SYSTEM FOUNDATION AND ARCHITECTURE

The haptic feedback system is mainly composed of an ultra-
sonic tactile feedback device and a cable-driven parallel force
feedback mechanism. In this section, we discuss the system
foundation and architecture. The principles of the ultrasonic
tactile system are discussed, the kinematic transformation of
the cable robot model is proposed, and the hardware design
of the prototype is presented.

Fig. 1. Geometric and kinematic diagram of cable robot.

A. Ultrasound Tactile Principles

Acoustic radiation pressure is produced by a phased array
composed of ultrasonic transducers, which are controlled
individually with phase delays. Ultrasound focus generates
pressure normal to the skin surface, which is strong enough
to be noticed in the user’s hand, and thus to induce a tactile
sensation [23]. The algorithm to compute the sound pressure
radiated from the phased array was proposed by Hoshi [10].
The single-frequency far-field piston model is calculated by
the Rayleigh-Sommerfeld principle as

b
(T, 1) =APyo / v (B) €M 5P gy (Ay sin ) sin Bd.
0
()

where p (Y, y) is the distribution of the sound pressure, Y and
x are the horizontal and vertical coordinates, respectively, near
the focal point; A is the wavenumber; P, is the sound pressure
at the intersection of the symmetry axis and the wavefront; by,
is the central angle of the central axisymmetric spherical wave;
w(f) is the sound pressure distribution function; and Jy is the
zero-order Bessel function.

B. Kinematic Model of Cable-Driven Apparatus

The CDPM we designed is a redundantly restrained posi-
tioning mechanism (RRPM) that has six DOF and it is inspired
by [21], including eight cables, eight actuators, eight drivers,
an end-effector, an CAN communication module, and a rec-
tangular cubic frame. The geometric and kinematic diagram
of the cable robot is presented in Fig. 1. A; (i =1,2,...,8)
is defined as each actuator’s position, B; (j =1,2,...,8) is
the position of the distal anchor points on the end-effectors.
The closure constraint for each cable can be written as

lisi=a; —r — Rb;. 2)

where /; denotes the length of the cable i, s; is the unit vector
of cable i, and r = (x,y,z)T is the position vector of the
handle center. The position vector a; denotes the proximal
attachment points A; on the frame in global coordinates {A0}.
The vectors b denotes the distal attachment point B; on the
end-effector, which is given in motion coordinates { BO}. Rota-
tion matrix R represents the orientation of the mobile platform,
which can be obtained through the Rodrigues rotation formula.

The inverse and forward kinematics descriptions of CDPM
are analyzed and obtained respectively. Inverse position kine-
matics is used to calculate the length of the cables from a
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given pose of the end-effector, expressed as (r, R). Base on
equation (2), the length of cable can be obtained as

L =[r"(r)+b;" (b)) +ai" (a;) — 2r" (a;) + 2r" [R(b)]
—2[RGHI" @)'* (3)

Forward kinematics is used to calculate the end-effector’s pose
by the lengths of all cables, the length of each cable in equation
(3) can derive seven nonlinear equations (4) as

Fi(pos) = —liz + [a; — 7 — ij]T[ai —r — ij],
1
f(pos) = EzFi(pos)z. )

where p,s 1is the end-effector’s pose, expressed as
[x,y,z,@x,ﬁy,ﬁz]T. In practical applications, compared
to analytical solutions, numerical solutions are not sensitive
to pose parameters, and can perform well when analytical
solutions are degraded. Therefore, we use Gauss-Newton
iterative method to solve f(pos) = O with a specified
accuracy.

C. Prototype Specifications

To integrate multimodal stimulation modules, in terms of
architecture and hardware design, the spatial layout as depicted
in Fig. 2(a). 8 actuators are attached to the frame by the holder,
each consisting of a planetary gearhead, DC motor, rotary
encoder, pulley, and holder. Fig. 2(b) shows a photograph of
the actuator. The DC motor (25 mm diameter, RE 25) is con-
nected at the back of the gearhead (20 mm diameter, reduction
gear ratio 1:4.4). The rotary encoder (500 pulses/round) is
connected at the back of the motor. A pulley is attached to
the same shaft in front of the motor. The diameter of the
pulley is 20 mm, and the cable is wound inside the pulley.
The other components of the CDPM are the drivers and com-
munication module. The DC driver has a 12-bit D/A converter.
A USB-CAN bus adapter is chosen to establish communica-
tion. The end-effector is a handle made of 3D printed resin.
To minimize external disturbances on force measurement,
force sensors are directly connected at the universal joints,
which are attached to the distal anchor point of the handle,
as shown in Fig. 2(c). The force sensor signals are amplified
by the transmitter conditioner and sent to the DC motor driver,
together with the pulses of the encoder and current value, and
transferred to the computer.

Ultrahaptics STRATOS Explore Development Kit (USX)
is used in this study, including 256 transducers (T4010A1),
arranged in an area of 165 x 165mm?. The time point stream-
ing (TPS) API operating mode can give users direct control
over the input parameters of intensity, position, modulation
frequency, and waveform. Leapmotion is used to capture the
hand pose, then the position information is transmitted to the
ultrasonic phased array, enabling the tactile focus projected on
the user’s hand. A PC processes the data as a haptic interface
server.

These devices are operated by applications created using
LabVIEW, C++, Python, and Unity3D. The USX and cable
robot can work independently or synchronously. A PC monitor
displays the virtual environment established by Unity3D.

I1l. RENDERING MECHANISM OF HAPTIC DEVICE
AND HAPTIC SYNTHESIS METHOD
In this section, the ultrasonic tactile rendering algorithm and
the rendering mechanism of cable-driven force feedback are
presented. Finally, two haptic synthesis methods are described.

A. Midair Ultrasonic Tactile Rendering

A new ultrasonic tactile perception model is developed to
ensure precise control of the user’s ultrasonic tactile feed-
back. The modulation waveform is introduced into the control
process of ultrasonic tactile perceived magnitude as an input
parameter, to improve the tactile rendering effect.

Research of ultrasonic tactile perceived strength has focused
on influence factors such as the position of focus, frequency,
and command intensity, ignoring the modulation waveform
effect [24]. Modulation waveforms were found to have an
impact on the output pressure of the focus, and a mapping
regression model for input parameters and output pressure
was established [25]. The relationship between input command
intensity and output pressure at different frequencies is estab-
lished as

OP, = Q1% + NI ' 4. 4T, )

where OP, is defined as the output pressure, and its unit is
gf (gram force), 1 is the corresponding frequency, ranging
from 80 to 300 Hz; [ is the input command intensity, it is a
unit-less floating-point number from O to 1; and Q,, N,, and T,
are the coefficients of the polynomial for different modulation
frequencies. The relationship between the distance from the
center axis and output pressure pl,,, at a certain height is
described by

Dlmax(d) = Cpgzdgz + Cpngld2271 +--- 4+ Cpo, (6)

where d is the distance from the focus to the center axis (mm);
and Cpy,, Cpp,—1, -+, Cpo are polynomial coefficients.
The model used to fit the output pressure H,,, at different
positions along the z-axis is

Hyax(h) = Pzg3h23 + PZQ3—1hQ371 + .-+ Pz, (7

where h is the distance from the array to the focus (mm);
and Pz,;, Pzp;—1, -+, Pzo are polynomial coefficients. This
model is used to fit the output pressure H,, at different
positions along z-axis direction.

In addition to the above impact factors, we introduce the
modulation waveform as an input parameter for the perceived
magnitude model. The effect of the modulation waveform on
the output pressure Oy is

wa = waosq, (8)

where F,r is the coefficient of waveform wf, and Oy, is
the output pressure of the square waveform, which is greater
than that of waveforms absolute value of sine, sine, sawtooth,
cosine, and triangle. As the duty cycle of the square waveform
increases, the output pressure increases, displaying a linear
relationship,

0sy(Rd) = Sf,Rd + S, ©)
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Fig. 3. Framework diagram: mapping from command intensity to
perceived magnitude.

where Rd is the duty ratio of the square wave, Sy, and S,
are linear coefficients. Previous studies have typically used
the cosine wave as a modulation waveform because it can
produce strong tactile points without loud noise disturbance.
The square wave was selected for three reasons: (1) the tactile
rendering effect is further guaranteed because a square wave
can generate greater output pressure than a cosine waveform;
(2) a good linear relationship between the duty cycle of the
square wave and corresponding output pressure makes the
perceived magnitude easier to control accurately; (3) users
need to wear headphones with white noise to block out
acoustic disturbances. Hence, we can ignore the influence of
the noise factor on waveform selection.

The relation between the perceived magnitude and the
pressure value of the focus is assumed as a polynomial model,

Pl = G,gs% + Jigs® ' ... 1V, (10)

where P, is the perceived magnitude, it is a unit-less positive
number that can be obtained through a series of psychophys-
ical experiments described in Section IV; gs represents the
output pressure value; and G;, J,, and V, are the coefficients
of the polynomial model. Combining equation (10) with the
physical model described by (5)-(9), the route from input
command intensity to perceived magnitude is constructed,
as shown in Fig. 3.

After the perceived magnitude is determined by the haptic
interface designers, the pressure value can be derived by the
inverse of (10), and it is later modified by the scaling factor of
the impact parameters. This gf value can be directly inserted
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to yield the input command intensity, where I, is the desired
intensity; L,, M,, K,, and U, are the coefficients of the
polynomial for different frequencies; gF is the modified gs
which is normalized by the effect of height, waveform, lateral
deviation, and square wave duty ratio; and

Fi = FpFuFpF,}, (12)
where Fp, Fy, Fyuf, and Fp are the impact factors of the
distance from the center, height, waveform, and duty of the
square waveform, respectively, calculated as

Fpi = plmnax (dmax)/ Plmax (d),
Fy = Hmax(hmax)/Hmax(h),
Fp = Osq(Rdmax)/Osq(Rd)-

13)

where plmax (dmax)’ Hpax (hmax)’ and OSq (Rdmax) are the
maximum output pressure values of plyq.(d), Hpyax(h), and
Os4(Rd), respectively, which can be obtained from (6), (7) and
(9). For richer and more accurate tactile information, a model
of ultrasonic tactile perception is developed, as mentioned
above, which can be used to dynamically control the perceived
magnitude. Ultrahaptics can project 3D volume shapes above
the phased array, it is generally used to render the outline,
boundary, and shape of virtual objects [26]. The best-perceived
area of ultrasonic tactile is between 10 cm and 50 cm above
the array surface.

B. Rendering Mechanism of Cable-Driven Force
Feedback

One key problem in the control of CDPM is the distribution
of the external forces and torques acting on the end-effector
to the cables. The cable force distribution algorithm is used to
control the force distribution on each cable to achieve the force
feedback required on the end-effector. The structure equation
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Fig. 4. Useful workspace of our system: (a) 3D representation of useful workspace (+15°) for cable robot; (b) vertical view of useful workspace for
our haptic device (blue area represents USX workspace); (c) side view of useful workspace for our haptic device.

can be expressed as

fH = s1t1 + s2t2 + 8313 + Sats + Ss515 + Sets
+ s7t7 + Sgig,

tg = (s1 x h))ti + (s2 X h2)ta + (s3 X h3)t3
+ (s4 X ha)ty + (s5 X hs)ts + (s¢ X he)te

+ (s7 X h7)t7 + (sg x hg)ts.

(14)

where #; is the tensions on active cable /;, the orientation
of s; is described in Fig. 1, h; is a vector from the handle
attachment point B; to the center of the handle, fg is the
sum of forces on the handle, and ¢y is the sum of moments
acting on the handle. This equation is used to determine how
much tension to apply on the actuated cables. Equation (14)
can be written in matrix form as

n
St o S __|/fm
s1 X hy ---s; ¥ h; ty |’ (15)
i ~——
AT ——

t

where AT is the transpose of the Jacobian matrix, and ¢ is
the cable force vector, also called the cable force distribution.
The optimal set of cable tensions can be found as

t - (tg + tS3
= _rrllaxg((tmin —t5)/tg).

=1,...,

(16)

where t; can be caculated from the relation ATtg 0.
A particular solution, f; = AT*¢, can be solved by the
Moore-Penrose pseudo-inverse. To straighten the strings and
overcome the friction of the fulcrum, pulley, and cables, the
minimum force ¢,,;,, on the cable is set to 0.5 N. Based on
application and security considerations, the maximum force
tmax 1S set to 10 N.

The workspace of a CDPM is an important property to
realize the haptic fusion of cable-driven force and ultrasonic
tactile feedback. The most important criterion to decide if a
pose belongs to the cable robot workspace is whether the
platform can be statically balanced through positive tension
on the cables. The boundary of the workspace is represented
by its hull triangulation [21].

In practice, cable length and interference between cables
need to be fully considered. In our device, the length of each
cable is kept between 32 mm and 486 mm. The volume
of the useful workspace, £15° for orientations 6, 6, and
0., is 7.518x10%nm3, and its 3D representation is shown

Human-computer interface

E,D,.I]

“+Ex, +Dx +1 X =W,

r . .
Inverse Kinematics

Cable force distribution

Fig. 5.  Force rendering control structure of cable-driven parallel
mechanism.

in Fig. 4(a). The green area in Fig. 4(b) and (c) is the useful
workspace of the cable robot, the blue area is the workspace
of USX, and their intersection is the useful workspace of the
prototype.

In our work, admittance control method is introduced to
improve the effect of interaction control between CDPM and
operator. The input of the admittance control is the actual
applied force, and the output corresponds to the end-effector
position. The six-dimensional spring-mass-damper (SMD) sys-
tem model is represented as

Liir 4+ Da¥r + Ejxy = We. (17)

where W, € R®%! is the external force and torque applied to
the object, i.e., the force wrench. The desired pose is x, and its
time derivatives are X, and X,. Diagonal matrices I,, D, and
E; is Inertia, damping, and stiffness coefficient, respectively.
Based on the cable force measurement and kinetic model
described above, the control structure of the cable parallel
robot is depicted in Fig. 5.

The wrench W, is derived by W,=—AT fe, where the f,
is the tension on the cable, which can be measured by the
force sensor attached to the handle. Gravitational force, inertia
forces, and measurement errors should be excluded from W,.
Mathematically, the input signal of the admittance controls W,
yields

[We:Wc_Winia (18)

Wini = meXy +meg.

where m, is the end-effector mass. According to equation (4),
the desired length of each cable I, can be calculated from the
desired pose x, through inverse kinematics.

The desired cable force distribution f; is calculated by
equation (16). A cable force algorithm [27] is used to keep the
cables under tension while employing the admittance control.
Thus the change in cable length /o can be obtained through
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Fig. 6. Schematic diagram of haptic synthesis method: (a) users explore
shapes and textures of virtual objects rendered by multimodal systems;
(b) moving an object on a wrinkled desktop.

the cable force controller. The output of the cable-driven force
apparatus controller is

Ir=1,—1Ia. (19)

where Ig is the cable length variable transmitted to the servo
drivers.

C. Haptic Synthesis Method

When integrating multimodal stimulus modules, in addition
to the structure and hardware design, multimodal fusion meth-
ods must be considered [28]. Multiple stimuli can be exerted in
a collocated way on the user’s skin in the workspace. The hand
is the most sensitive region available for ultrasound tactile
stimulation, and is the best area for studying human ultrasonic
tactile perception [29]. The cable-driven force is applied to the
handle, and the force stimulation is transmitted to the hand
through the handle. The cable-driven force mainly acts on
the hand joints through the handle, and the ultrasonic tactile
mainly acts on the fingertips and palm, there is no interference
between stimulation areas. In our work, force stimulation of
CDPM is used to render the weight, texture, and friction
of virtual objects, which is expected to compensate for the
intensity and spatial resolution of ultrasonic tactile feedback.
Based on the different working modes of ultrasonic tactile,
two compound haptic rendering methods are investigated (see
Fig. 6), labeled W1 and W2, respectively, making full use of
the advantages of ultrasonic tactile, both kinesthetic and tactile
sensations are invoked simultaneously.

In the rendering mode W1, users can perceive virtual objects
(volume, size, and shape) through the feature-based strategies
of multi ultrasonic tactile points [30]. Taking the rendering
schematic of Fig. 6(a) as an example, the vertex and edge
information units are marked in blue cubes, which are rendered
by ultrasound tactile. If the edge and vertices collide with
the hand module slice plane (captured by Leapmotion), the
collision points are represented by ultrasonic tactile. Each red
cube represents a cell of texture on an object’s surface, which
is rendered by cable-driven force. Users can quickly identify
multiple features of an object. This method is useful when
users explore a model in the virtual environment.

In the rendering mode W2, the feature information (texture,
distance, hardness) in the virtual environment is delivered
by dynamic ultrasonic tactile patterns projected on the palm,
such as varied tactile intensities, pulse frequencies (vibration
frequencies), and transformations (translation, rotation, and
scaling). Fig. 6(b) shows an example of the W2 rendering
method, in which a user moves an object on the desktop in
the virtual environment, and the gravity information can be
obtained through the cable-driven force feedback. The texture
information of the tablecloth is transmitted to the user by an
ultrasonic tactile ring with different vibration frequencies. This
method is useful when users complete operational tasks in the
virtual environment.

This is the first study on the integrated rendering method
of cable-driven force and ultrasonic tactile. According to the
above methods, the prototype can produce multimodal haptic
stimuli, which can be used in complex human-computer inter-
action tasks. Our haptic device has full potential to be deeply
explored, because of the non-contact property of ultrasonic
tactile feedback in midair and the cable parallel robot’s good
expansibility.

IV. USER STUDY

A. Objectives

In this section, the trials carried out on our haptic system
are described. The user study included four tasks as T1-T4.
Task T1 was designed to evaluate the cable-driven force
feedback system. Task T2 was conducted to establish the
perceived magnitude model of ultrasonic tactile. The purpose
of task T3 was to study the perception characteristics when
cable-driven force and ultrasonic tactile stimuli were being
perceived simultaneously. Task T4 was designed to evaluate
our multimode haptics system, and to analyze the effect of
compound haptics rendering methods.

B. Experimental Design and Setup

In task T1, a virtual workspace was introduced, in which the
elements of the stiffness matrix were a function S;; = f(x,) of
the pose, which limited the reachable workspace by applying
a virtual spring force at the border. The virtual workspace
was divided into three zones. Z1 was a sphere with radius
40 mm, located in the center of the haptic workspace. The
ball center was the static pose point for the handle. No matter
where the handle was located in this area, the spring force
vector could pull it to the origin. In Z2, no spring force was
rendered; only the damping and inertia of the virtual system
were activated. The radius was 120 mm. If no force was
applied on the handle, it would slow to the static state. In Z3,
the radius was 160 mm, and subjects could feel spring force
while grasping the handle, which could guide the end-effector
to Z2. The spring force vector pointed to the origin of the
workspace. Subjects moved handle to several positions at their
will. Through experiments, we found that the update rate of
the CDPM handle is 33.3 Hz. The applied wrench in the
z-direction, w_, and the resulting movement in the z-direction,
xr,z, were recorded. Three subjects took part in T1, of age 30,
32, and 34 respectively, all right-handed. The experiment was
carried out on the cable-driven force feedback system.
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TABLE |
POLYNOMIAL COEFFICIENTS FOR EQUATION (11)
JHz] L, M, N, U, R?
80 2.079 -3.131 2411 0.2146  0.99
100 2.806  -3.849 2.614 0.2308  0.96
140 3282 -42805 2.7235 0.2422 0.94
180 3.744  -4.675 2.791 0.2585 0.92
240 4312 -5.127 2.888 0.2697 0.98
300 5454  -6.006 3.105 0.2759  0.99

Task T2 was carried out on USX, to establish the mapping
regression model from output pressure intensity to the per-
ceived magnitude of the ultrasonic tactile focus, the modula-
tion waveform was a square wave. The focal point was on the
center axis, 200 mm from the array. The modulation waveform
was a square wave with duty ratio 50%. The experiment
consisted of 48 conditions—combinations of six modulation
frequencies (80, 100, 140, 180, 240, and 300 Hz) and eight
out pressure values (gf)—associated with the corresponding
input intensity commands. The mapping relationship from
the gf value to input command intensity is described by
equation (11), where values of coefficients for each frequency
are reported in Table 1. The patterns were presented in random
order. Stimuli were rendered at the participant’s palm. The
experiment used absolute magnitude estimation [31]. Partic-
ipants were asked to rate the perceived magnitude of the
stimulus on a free scale (zero responses were not consid-
ered). Each condition was performed twice. Sixteen subjects
(six females and 10 males, age from 25 to 35, all right-handed)
took part in T2. The arm was placed on the armrest, and the
palm faced the USX. To minimize fatigue, participants were
given five seconds to rest after each stimulus, and 45 seconds
after every five minutes.

In task T3, the absolute detection thresholds of ultrasonic
tactile on the finger and palm under cable-driven force stimuli
were measured, to study the perception characteristics when
two modalities of stimuli were being perceived simultaneously.
A focal point 200 mm from the array surface on the central
axis was rendered while varying force feedback, tactile input
intensity, and frequency. The modulation waveform was a
square wave (50% duty ratio). This task was divided into
two groups. In the first group, stimuli were projected on the
participant’s palm in two conditions: (1) the bare hand, where
subjects were presented with a randomized sequence of a focal
point with rendering frequencies of 80, 100, 140, 180, 240,
and 300 Hz; and (2) wearing the handle, where, in addition
to the difference in modulation frequency, force feedback had
values of 1, 3, 6, and 10 N. Hence each sequence included
24 rendering methods for the presentation of a pattern in
random order. The second group used the same experimental
stimuli as in the first group, projected on the index fingertip.
The adaptive method with staircase procedures was used in
this task. The input command intensity was set from O to 1
in an ascending series, and from 1 to O in a descending
series. To avoid errors of expectation, in each trial, one of the
two sequences was randomly selected with an equal a priori
probability of 0.5. In staircase procedures, subjects were asked
whether they felt a stimulus, and responses were recorded
at each level. The trial of each sequence stopped once eight

Fig. 7. Overview of T4 experimental setup.(a) A virtual environment in
Task 4 (screenshot). (b) A participant trying to move an object to a given
height in Task 4.

reversals had occurred. To increase the precision in estimating
the threshold, a larger step size (3 dB) was used for the first
three reversals, and smaller step size (1 dB) was used for the
remaining reversals. The first three reversals were not consid-
ered in the data analysis. The remaining five were averaged to
obtain an estimate of the absolute detection threshold. To avoid
a learning effect due to task 2, another set of 12 subjects
(five females and seven males, aged from 25 to 35, all right-
handed) took part in task 3. All subjects perceived a haptic
point rendered with ultrasonic tactile and cable-driven force
stimuli to the index finger or palm. The experimental interval
rest times were the same as for task 2.

In task T4, participants were asked to place a virtual cube
at a height of 25 cm. Once a participant determined that
the target height had been reached, the actual height of the
cube and the time to perform the process were recorded. T4
included experiments G1,1, G2,7, and G3,7, presented in
random order for each subject. The weight sensation of the
cube was rendered by cable-driven force feedback, which was
setat 1 N. In G1,1, using W1 as the haptic synthesis method,
a virtual plane was set at a distance of 25 cm from the USX
surface, which was rendered by ultrasonic tactile. Subjects
moved the object above the plane, then placed the cube. The
line segments of hand-plane intersections were processed into
focus points, and the perceptual magnitude of each point was
set at the same value. G2, and G3,, used method W2,
and the ultrasonic focus was projected on the palm. G2,
used vibration patterns; as the cube approached the desired
height, the vibration frequency of the ultrasonic tactile stimuli
increased. G3,2 used perception intensity mode; as the cube
approached the desired height, the ultrasonic tactile intensity
perceived by the palm increased. Nine subjects (three females
and six males, age from 25 to 35, all right-handed) took part in
T4. The experiments were carried on our multimodal haptics
system (Fig. 7). Subjects could rest for 60 seconds after each
experiment.

All subjects used USX, and wore headphones that played
white noise to avoid the potential effects of ultrasound noise
cues. They were asked to experience a short demonstration
(virtual ball rendering by USX demo suite) to familiarize
themselves with ultrasonic tactile sensation before starting the
experiment.

V. EXPERIMENTAL RESULTS
The experiment results are summarized as follows.
In task 1, the participant moved the hand with the handle
up and down to explore the virtual workspace. We take the
test result of participant 1 as an example, which is plotted in
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to Z2, where there was no spring force. The slope of position
Xr,; increased when there was no effect of stiffness, and led
to a drop of applied force w,. Then the slope of the position
maintained a constant value while the applied force stayed in a
constant range. This showed the damping in Z2. The w, value
rose with a small delay after the handle reached the border
of Z2 and Z3, due to the virtual inertia of the system. Due
to that, the handle entered Z3 without additional force from
the user. As it was visible, the user pressed the handle to Z3
by constant force. The position of the handle did not change
because the spring force of Z3 equaled the force applied by
the user. After the user released the force, the handle moved
back to Z2. The user felt a guiding force toward the border
plane between Z3 and Z2. Back to Z2, the handle moved to
the negative direction of the Z-axis. The next two force pulses
were not strong enough to bring the handle out of Z1, and
the handle was dragged back to the origin by spring force.
After that, the applied force was strong enough to bring the
handle to Z2. The user’s feeling at this point was comparable
to the impression of dragging two magnets apart. Later, the
handle was dragged back to the Z1 border plane. Finally, the
spring force of the Z1 caught the platform and dragged it to
the origin. Fig. 8 shows x,; was very responsive to user input,
and system behavior could be controlled precisely.

In task 2, the recorded data were normalized separately [32].
The normalization factor can be determined as the ratio of the
average of individual geometric means for each waveform to
individual geometric means. The perception magnitude was
the product of a subject’s response and the corresponding
normalization factor. The horizontal axis of the graph in
Fig. 9 is the output pressure (gf), and the corresponding input
command intensity is calculated by equation (11). The vertical
axis is the perceived magnitude. In each graph, the error bars

0
1357 9 1113151719212325
Number of trials

0
1357 9111315171921232527293133
Number of trials

Fig. 10. Results of T3. (a) 240 Hz, bare hand, stimuli palm; (b) 240 Hz,
handle with 1 N force feedback, stimuli palm; (c) 240 Hz, bare hand,
stimuli index finger; (d) 240 Hz, handle with 1 N force feedback, stimuli
index finger.

in blue show the standard deviation. The relationship between
perceived magnitude and output pressure can be modeled using
the second-order polynomial model (10), illustrated by a red
dashed line in Fig. 9. The values of the coefficients for the
palm perceptive magnitude model are reported in Table II.

In task 3, our study focused on the absolute threshold (AL)
of ultrasonic perception under two compound haptics render-
ing methods. Fig. 10 shows the results of the first (stimuli
at fingertip) and second (stimuli at palm) experiment groups,
there were two different starting points of the staircase proce-
dure, odd-numbered trials begin with the high-intensity com-
mand, even-numbered trials begin with the perceptually low
stimulus. Table III lists the minimum perceivable ultrasonic
tactile for finger and palm under different force stimuli F;.
These results can be used to modify the definition domain of
the input variable gs in (11), and to optimize the ultrasonic
tactile perceivable strength algorithm used in our multimodal
rendering. The minimum perceivable ultrasonic tactile thresh-
old increased with the cable-driven force stimuli. However,
when the AL reached around 0.1 gf, even if the force stimuli
increased, the minimum ultrasonic perception threshold would
not change significantly. This indicates that when the output
pressure of the ultrasonic focus increases to a certain value, the
influence of the cable-driven force stimulation on ultrasonic
tactile perception gradually weakens. The interaction of the
two modalities would not affect the user’s haptic feedback
experience while using the multimodal haptic device.
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TABLE Il
AL ULTRASOUND TACTILE FOR FINGER AND PALM
UNDER DIFFERENT FORCE FEEDBACK
Fi[N] AL tactile for finger[g f] AL tactile for palm [gf]
1 (0.06568,0.09169) (0.05903, 0.06903)
3 (0.08252,0.1005) (0.06794, 0.08392)
6 (0.08701,0.1053) (0.07794, 0.0946)
10 (0.1094,0.1161) (0.09028,0.1042)
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Fig. 11.  The minimum perceivable ultrasonic tactile values for all

frequencies. (a) palm. (b) index finger.

TABLE IV
OFFSET IN MILLIMETERS BETWEEN THE DESIRED HEIGHT AND THE
FINAL HEIGHT DETERMINED BY THE USER

Ul U2 U3 U4 U5 U6 U7 U8 U9 abs. Avg
Gy1 14 24 15 7 10 15 9 -9 -10 12.6
Guw2 7 11 8 5 5 9 -5 4 4 6.4
Gys 6 8 6 1 3 5 -4 2 4 4.3
24 T
% \
E16
Z12 .
5 s Q
=, %
0

G242 G3us

Experiments

Absolute value of error between the target heights and final

Gl

Fig. 12.
values.

Fig. 11 shows the minimum perceivable ultrasonic tactile of
palm and finger for all frequencies under two conditions (with
or without cable-driven force stimuli). It reveals that whether
or not there is cable-driven force stimuli, the most sensitive fre-
quency band for fingertip and palm is 180-240 Hz. Compared
with the bare hand, the minimum perceivable ultrasonic tactile
increased under the cable-driven force stimuli. The ultrasonic
tactile perception of the palm is more sensitive than that of
the finger. This indicates that in a virtual environment rendered
by ultrasonic tactile, the finger is more suitable to explore and
determine the boundary characteristics of virtual objects, while
the palm is suitable for sensing different degrees of ultrasonic
tactile stimulation. The physical characteristics of the virtual
object can be rendered by different forms, such as vibration
frequencies and output pressure intensities. It is the basis of
the two compound rendering methods we designed.

In task 4, subjects were asked to rate whether the ultrasound
tactile feedback helped their manipulation. Aggregate results
show the average rating 3.77 (G1,1, o: 0.85), 3.45 (G2y», o
1.01), and 3.51 (G302, o: 1.03), with 1 indicating not helpful,
and 5 very helpful. Most users said they could identify the
right position by means of multiple modal haptics feedback.

The intuitiveness of the task process were labeled as 4.02 on
average (G1l,1, o: 1.14), a 3.25 (G242, o: 1.02), and a 3.63
(G342, 0:1.11), 1 is not intuitive at all, and 5 is very intuitive.
Some 48.6% of the users said manipulation progress was
more intuitive while using G,,; mode, 17.3% answered G2,
25.5% answered G3,,2, and the remaining 8.6% said there was
no significant difference. This shows that the W1 method is
more suitable to the task of exploring virtual environments
and determining boundary characteristics. When rating how
difficult it was to reach the exact height (1 is not difficult at
all; 5 is very difficult), 2.31 on average, o: 1.83. The fact is
that some users confuse and misjudge the position of the object
when their hands pass across the ultrasonic tactile plane, due to
the different perception magnitudes of ultrasonic tactile stimuli
on fingertips and palms. Table IV shows the experimental
results of nine human subjects, including the offset between
the target height and the final value, as well as the absolute
average value (mm) under different rendering methods. Fig. 12
shows the absolute value of offsets between the target heights
and final values (mm). A one-way ANOVA shows a significant
difference with respect to the accuracy achieved among the
three rendering modalities (F(2,24)=13.11, p=0.0001); the
deviation results of G1,,1 were greater than G2,, and G3,.
Multiple comparisons did not show a significant difference
of the means of groups G2,> and G3,>. The time for task
completion was not significantly different between compound
rendering methods (F(2,24)=0.43, p=0.265). Therefore, the
multimodal haptics used in our system can help us manipulate
virtual objects more accurately, especially the W2 haptic
synthesis method.

VI. CONCLUSION AND FUTURE WORK

In this paper, a novel multimodal haptic sensor system
is presented. The prototype included an ultrasonic tactile
feedback system and 6-DOF cable-driven parallel robot with
admittance control. It could provide compound stimuli to
simultaneously invoke both kinesthetic and tactile sensation.

To enhance the rendering effects of each subsystem,
an admittance control was developed for the cable-driven force
feedback. Experimental results showed that the manipulation
of the end-effector can be controlled precisely. Compared with
related works, the modulation waveform is first introduced
into the perceived strength model as the control variable, the
relationship between ultrasonic output pressure and human
skin perception is explored. To invoke realistic compound
haptic sensations, the perceived characteristics of multimodal
haptic stimuli were investigated by absolute detection thresh-
old experiments, and compound rendering methods were
designed to combine cable-driven force and ultrasonic tactile
stimulations. A series of experiments showed that users can
manipulate a virtual object more accurately when using our
system.

In the future, we will consider integrating more haptic
devices (such as AR, Laser Haptics, or wristbands) into our
system, while enriching the perceived sensations in immersive
virtual environments and extending the range of perceptions.
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